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ABSTRACT In this paper we present a universal solution to the generalized

moment problem, with a nonclassical complexity constraint. We show that this

solution can be obtained by minimizing a strictly convex nonlinear functional.

This optimization problem is derived in two different ways. We first derive this in-

trinsically, in a geometric way, by path integration of a one-form which defines the

generalized moment problem. It is observed that this one-form is closed and de-

fined on a convex set, and thus exact with, perhaps surprisingly, a strictly convex

primitive function. We also derive this convex functional as the dual problem of a

problem to maximize a cross entropy functional. In particular, these approaches

give a constructive parameterization of all solutions to the Nevanlinna-Pick in-

terpolation problem, with possible higher-order interpolation at certain points in

the complex plane, with a degree constraint as well as all soutions to the ratio-

nal covariance extension problem - two areas which have been advanced by the

work of Hidenori Kimura. Illustrations of these results in system identifiaction

and probablity are also mentioned.

Key words. Moment problems, convex optimization, Nevanlinna-Pick interpo-

lation, covariance extension, systems identification, Kullback-Leibler distance.

1 Introduction

Hidenori Kimura has been at the forefront of many major developments in
the theory of systems and control. Among the many things for which he
is widely recognized, two of his contributions have influenced the research
results we present in this paper,1 which we dedicate to him on the occasion
of his 60th birthday. The first is his pioneering work on the rational co-
variance extension problem, and the second is his profound work on robust
stabilization and control.

In the rational covariance extension problem, one seeks to parameterize
and compute all shaping filters, of a bounded degree, which shape white

1This research was supported in part by grants from AFOSR, the Swedish Research

Council, the Göran Gustafsson Foundation, and Southwestern Bell.
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noise into a process with a given window of covariance lags. In [31], Kimura
was able to give a neat parameterization of rational filters of a bounded
degree and with a given window of Laurent coefficients, in terms of Szegö
polynomials of the first and second kind. This parameterization was inde-
pendently discovered by Georgiou [23]. From the Kimura-Georgiou param-
eterization one can see that the space of shaping filters with a fixed window
of covariance lags is a smooth manifold [3]. Georgiou [23] used degree the-
ory for functions on manifolds to give a very basic existence result and
conjectured a refinement of his result that would give a complete parame-
terization of all solutions, of no more than a given degree, to the rational
covariance extension problem. In [6] Georgiou’s conjecture was proved by
first noting that the Kimura-Georgiou parameterization defined the leaves
of a foliation of a space of positive real rational functions having a bounded
degree. A second observation used in [6] was that the fast filtering algorithm
of [40, 41], viewed as a dynamical system on the same space of positive real
functions, also defines a foliation of this space, with its leaves being the
stable manifolds through various equilibria [4, 5]. The proof of Georgiou’s
conjecture was obtained as a corollary of a theorem about the geometry of
these two foliations, including the fact that leaves of one intersect leaves of
the other transversely.

The paper [32] on robust stabilization of plants with a fixed number of
unstable poles and Nyquist plot in a neighborhood of the Nyquist plot of a
nominal plant was one of the key contributions which ushered in the era of
H∞ control. In this paper, Kimura gave necessary and sufficient conditions
for the solution of this problem in terms of the classical Nevanlinna-Pick
interpolation problem, a methodology he would continue to use and de-
velop for robust control [33, 34, 35, 36, 37]. We also refer the reader to the
books [21, 53] and the references therein. Nevanlinna-Pick interpolation for
bounded-real rational functions is now one of the tools commonly used in
robust control. Indeed, it is widely known that the sensitivity function of a
controlled plant must take on certain prescribed values at the unstable poles
and zeroes of the plant to be internally stabilized and that the bounded-
real condition gives a bound on the H∞ norm of the sensitivity function.
Again it is desirable that the interpolant, being the sensitivity function,
has an a priori bounded degree. This leads naturally to the Nevanlinna-
Pick problem with degree constraint. A complete parameterization of the
class of such interpolants was conjectured by Georgiou in [24] and recently
settled in [25] for interpolation at distinct points in the complex plane.
This can again be enhanced using the geometry of foliations on a space
of rational, positive real functions, with the foliation defined by covariance
windows being replaced by a foliation whose leaves are defined by fixing
the interpolation values [8].

The question of actually finding, or computing solutions to either prob-
lem can be solved in the context of nonlinear convex optimization. In [7], we
presented a convex optimization approach for determining an arbitrary so-
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lution to the rational covariance extension problem with degree constraint
for interpolation at distinct points in the complex plane. In this way, one ob-
tains both an algorithm for solving the covariance extension problem and
a constructive proof of Georgiou’s conjecture. Similarly, in [9] a general-
ized entropy criterion is developed for solving the rational Nevanlinna-Pick
problem with degree constraints. In both problems, the primal problem
of maximizing this entropy gain has a very well-behaved dual problem in
a finite-dimensional space and gives algorithms for solving both problems
with the degree constraints.

At this point, one should ask whether there is a unified point of view
from which one can also see why there must be a strictly convex func-
tional whose minimization solves a given problem. While it is true that
the general rational Nevanlinna-Pick interpolation problem, allowing for
higher-order interpolation at points in the extended complex plane, does
include the rational covariance extension problem, there is a more com-
pelling generalization of these problems. It is classical mathematical fact
that both problems can be formulated as special cases of the generalized
moment problem, dating back to Chebychev and Markov and formulated in
terms of convex functional analysis by Caratheodory, Toeplitz, and others.
We refer to the classic book [38] for a neat exposition of these topics. In
fact, we shall adopt their notation and refer to positive real functions as
Carathéodory functions.

In this paper we present a universal solution to the generalized moment
problem, with a nonclassical complexity constraint, obtained by minimiz-
ing a strictly convex nonlinear functional. This optimization problem is
derived in two different ways. We first answer the question of why, intrin-
sically, there should always be an equivalent convex optimization problem.
We settle this question in a geometric way by path integration of a one-form
which defines the generalized moment problem. This exposition follows the
original calculation in [16] where it is observed that this one-form is closed
and defined on a convex set, and thus exact. Since its integral is there-
fore path-independent, it is intrinsic and is, perhaps surprisingly, a strictly
convex functional. In Section 5 we give a new derivation of this convex
functional as the dual problem of a problem to maximize a cross entropy
functional. In particular, these approaches give a constructive parameteri-
zation of all solutions to the Nevanlinna-Pick interpolation problem, with
possible higher-order interpolation at certain points in the complex plane,
with a degree constraint.
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2 The rational covariance extension problem as a
trigonometric moment problem with a
complexity constraint

A function of a complex variable that is analytic in the open unit disc and
maps points there into the open right half-plane will called a Carathéodory

function in this paper. The covariance extension problem is to find an
infinite extension cn+1, cn+2, . . . of a given positive sequence n + 1 real
numbers c0, c1, · · · , cn such that

f(z) =
1

2
c0 + c1z + c2z

2 + c3z
3 + . . .

is a rational Carathéodory function of degree at most n. Here, by positivity
of a sequence we mean positive definiteness of the Toeplitz matrix











c0 c1 · · · cn
c1 c0 · · · cn−1

...
...

. . .
...

cn cn−1 · · · c0











.

A function f that is analytic in the disc is a Carathéodory function if and
only if

Φ(θ) := Re{f(eiθ)}

is positive for all θ ∈ [−π, π]. Note that

Φ(θ) = c0 + 2

∞
∑

k=0

ck cos kθ.

In particular,
1

2π

∫ π

−π

Φ(θ) cos kθ dθ = ck (2.1)

for k = 0, 1, 2, . . . .
As pointed out in [20], the rational covariance extension problem is a

trigonometric moment problem: Given a positive sequence c0, c1, · · · , cn,
find all positive Φ such that (2.1) holds for k = 0, 1, . . . , n. However, the
rational covariance extension problem involves additional constraints. In-
deed, for f to be rational of degree at most n it is necessary and sufficient
that

Φ(θ) =
P (θ)

Q(θ)
, (2.2)

where P and Q are positive trigonometric polynomials in the span of
{coskθ}n

k=0. This is the complexity constraint.
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3 The generalized moment problem with
complexity constraint

There is a vast literature on the generalized moment problem (see, e.g.,
[1, 2, 27, 38, 49]), in part because so many problems and theorems in pure
and applied mathematics, physics and engineering can be formulated as
moment problems. The classical problem can be formulated in the following
way.

Consider a sequence of continuous functions

α0, α1, · · · , αn,

defined on some interval I of the real line. Suppose that α0, . . . , αr−1 are
real functions and αr, . . . , αn are complex-valued functions whose real and
imaginary parts, taken together with α0, . . . , αr−1 are linearly independent
over R. This is no restriction since a purely imaginary moment condition
can always be reduced to a real one. We also assume that α0 = 1. Let P be
the real vector space that is the sum of the real span of α0, . . . , αr−1 and
the complex span of αr, . . . , αn. Hence, the real dimension of P is 2n−r+2.
Moreover, let P+ be the subset of all functions in P that have a positive
real part on I, and let P+ be its closure. Classically, one can replace the
assumption that α0 = 1 by simply assuming that P+ is nonempty, in which
case P+ is an open convex subset of P.

The moment problem is then to find all monotone, nondecreasing func-
tions µ of bounded variation such that

∫

I

αk(t)dµ(t) = ck, k = 0, 1, · · · , n, (3.3)

where c0, c1, · · · , cn is a given sequence of complex numbers. This problem
has a solution if and only if the sequence c0, c1, · · · , cn is positive in the
sense that

〈c, q〉 := Re

n
∑

k=0

qkck > 0 (3.4)

for all (q0, q1, · · · , qn) ∈ Rr × Cn−r+1 such that

q :=
n
∑

k=0

qkαk ∈ P+ r {0}. (3.5)

Clearly, this is a necessary condition since

〈c, q〉 =

∫

I

[

Re

n
∑

k=0

qkck

]

dµ > 0,

whenever (3.5) holds, but it can be shown [38] that it is also sufficient.
Denote by C+ the space of positive sequences. Since P+ is nonempty, so is
C+.
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Next, we introduce the nonclassical complexity constraint

dµ

dt
=

Ψ(t)

Q(t)
, Q = Re{q}, q ∈ P+, (3.6)

where Ψ is a given positive function in L1(I) such that

∣

∣

∣

∣

∫

I

αk

Ψ

Q
dt

∣

∣

∣

∣

<∞, k = 0, 1, . . . , n, (3.7)

for all Q = Re{q}, q ∈ P+. Let us call the class of such functions G+. If
I is a finite interval, (3.7) holds for all Ψ in the space L1

+(I) of positive
functions in L1(I) so then G+ = L1

+(I).
To motivate this problem formulation, let us give a couple of examples,

the first of which we have already encountered, for real data, in Section 2.

Example 3.1. A function of a complex variable that is analytic in the
open unit disc and maps points there into the open left half-plane is called
a Carathéodory function. Given n+ 1 complex numbers c0, c1, · · · , cn, find
an infinite extension cn+1, cn+2, . . . such that

f(z) =
1

2
c0 + c1z + c2z

2 + c3z
3 + . . .

is a rational Carathéodory function of degree at most n. This covariance

extension problem is a trigonometric moment problem with degree con-
straint and can be formulated as above by taking Φ = 2Re{f}, I = [−π, π]
and

αk(θ) = eikθ, k = 0, 1, . . . , n.

Moreover, the degree constraint is equivalent to (3.6) if we take

Ψ = Re{ψ}, ψ ∈ P+. (3.8)

Finally, c0, c1, . . . , cn is positive if and only if the Toeplitz matrix











c0 c1 · · · cn
c̄1 c0 · · · cn−1

...
...

. . .
...

c̄n c̄n−1 · · · c0











is positive definite.

Example 3.2. Given n + 1 distinct points z0, z1, . . . , zn in the open unit
disc, consider the problem to determine the rational Carathéodory func-
tions f of degree at most n satisfying the interpolation condition

f(zk) = ck, k = 0, 1, . . . , n, (3.9)
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where c0, c1, . . . , cn are prescribed values in the open right half of the com-
plex plane with c0 real. If the points z0, z1, . . . , zn are not distinct, the
interpolation conditions are modified in the following way. If zk = zk+1 =
· · · = zk+m−1, the corresponding interpolation conditions are replaced by

f(zk) = ck, f ′(zk) = ck+1, . . . ,
1

(m− 1)!
f (m−1)(zk) = ck+m−1

(3.10)
This Nevanlinna-Pick interpolation problem differs from the classical one
in that a degree constraint on the interpolant f has been introduced, a
restriction motivated by applications [9, 10]. In fact, many problems in
systems and control can be reduced to Nevanlinna-Pick interpolation [19,
21, 28, 32, 53, 50], and, as the interpolant generally can be interpreted
as a transfer function, the bound on the degree is a natural complexity
constraint.

To reformulate this interpolation problem as a generalized moment prob-
lem of the type described above, we note that, by the Herglotz Theorem,
any rational Carathéodory function of degree at most n such that f(0) is
real can be represented as

f(z) =
1

2π

∫ π

−π

eiθ + z

eiθ − z
Φ(eiθ)dθ (3.11)

in terms of a rational spectral density Φ of degree at most 2n, which is
given by

Φ(eiθ) = Re{f(eiθ)}. (3.12)

Differentiating (3.11), we obtain

1

ν!
f (ν)(z) =

1

2π

∫ π

−π

2eiθ

(eiθ − z)ν+1
Φ(eiθ)dθ, ν = 1, 2, . . . .

Consequently, the interpolation conditions can be written
∫ π

−π

αk(θ)Φ(eiθ)dθ = ck, k = 0, 1, . . . , n, (3.13)

where

αk(θ) =
1

2π

eiθ + zk

eiθ − zk

for single interpolation points and

αk(θ) =
1

2π

eiθ + zk

eiθ − zk

αk+1(θ) =
1

2π

2eiθ

(eiθ − zk)2

...

αk+m−1(θ) =
1

2π

2eiθ

(eiθ − zk)m
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whenever zk = zk+1 = · · · = zk+m−1. Taking I = [−π, π] and dµ = Φdθ,
(3.13) are precisely of the moment conditions (3.3). Moreover the degree
constraint is equivalent to (3.6) if we take Ψ in the class (3.8).

If the interpolation points {zk}
n
0 are distinct, the sequence c0, c1, . . . , cn

is positive if and only if the Pick matrix
[

ck + c̄`

1 − zk z̄`

]n

k,`=0

is positive definite. If zk = 0, k = 0, 1, . . . , n, we have the trigonometric
moment problem with degree constraint, described in Example 3.1.

Example 3.3. A popular method in systems identification amounts to
estimating the first n + 1 coefficients in an orthogonal basis function ex-
pansion

G(z) =
1

2
c0f0(z) +

∞
∑

k=1

ckfk(z)

of a transfer function G(z) [51, 52]. The functions f0, f1, f2, . . . are or-
thonormal on the unit circle, i.e.,

1

2π

∫ π

−π

fj(e
iθ)∗fk(eiθ)dθ = δjk.

A general class of such functions is given by

fk(z) =

√

1 − |ξk|2

z − ξk

k−1
∏

j=0

1 − ξ∗j z

z − ξj
,

where ξ0, ξ1, ξ2, . . . are poles to be selected by the user [29].
Given the estimated coefficients c0, c1, · · · , cn, the usual problem consid-

ered in the literature [47] is to find a rational function G of smallest degree
which match these coefficients. Here, however, we consider the correspond-
ing problem where G is a Carathéodory function of degree at most n, a
problem that has remained open. It can be reformulated as a generalized
moment problem with complexity constraint by observing that

ck =
1

2π

∫ π

−π

fk(eiθ)Φ(eiθ) dθ, k = 0, 1, . . . , n,

where Φ(eiθ) = 2Re{G(eiθ)}. The degree constraint is enforced by choosing
Ψ as in (3.8).

There is one and only one solution to the generalized moment problem
with complexity constraint formulated above, and it is determined by the
unique minimum of a strictly convex functional. In fact, the following the-
orem is a version of a result proved in [16], generalizing similar results in
analytic interpolation theory [7, 9, 10, 11, 15].
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Theorem 3.4. Let P be spanned by C2 functions α0, α1, . . . , αn, whose

nonzero real and imaginary parts form a linearly independent set over R.

Moreover, let c ∈ C+. Then, for any Ψ ∈ G+, there is one and only one

q ∈ P+ solving the generalized moment problem

∫

I

αk(t)
Ψ(t)

Q(t)
dt = ck, k = 0, 1, . . . , n, (3.14)

where Q = Re{q}. In fact, c and Ψ determine Q as the unique minimum

in P+ of the strictly convex functional

JΨ(q) = 〈c, q〉 −

∫

I

Ψ logQdt. (3.15)

Note that JΨ(q) is finite for all q ∈ P+. In fact, by Jensen’s inequality,

− log

∫

I

Ψ

Q
dt ≤

∫

I

Ψ logQdt ≤ log

∫

I

QΨdt,

where both bounds are finite by (3.7). (To see this, for the lower bound
take k = 0; for the upper bound first take Q = 1 in (3.7) and the form the
appropriate linear combination.)

In Section 4 we shall outline a geometric proof of Theorem 3.4, in which
the functional (3.15) is derived by integrating a 1-form along a path. It is
the proof presented in [16]. Another proof is based on duality theory and
follows the same pattern as in [7, 9, 10, 11]. In fact, the problem to maximize
JΨ over P+ is the dual problem in the sense of mathematical programming
of the constrained optimization problem in the following theorem.

Theorem 3.5. Let P be spanned by C2 functions α0, α1, . . . , αn, whose

nonzero real and imaginary parts form a linearly independent set over R.

For any choice of Ψ ∈ G+, the constrained optimization problem to mini-

mize the functional

IΨ(Φ) =

∫

I

Ψ(t) log
Ψ(t)

Φ(t)
dt (3.16)

over L1
+(I) subject to the constraints

∫

I

αk(t)Φ(t)dt = ck, k = 0, 1, . . . , n, (3.17)

has unique solution, and it has the form

Φ =
Ψ

Q
, Q = Re{q},

where q ∈ P+ is the unique minimum of (3.15).
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The proof of this theorem can be found in Section 5.

Example 3.6. Consider the problem of determining a probability density
Φ on I := (−∞,∞) of the form

Φ(t) =
Ψ(t)

Q(t)
, Q(t) = qnt

2n + qn−1t
2n−1 + · · · + q0 (3.18)

and satisfying the moment conditions
∫ ∞

−∞

tkΦ(t)dt = ck, k = 0, 1, . . . , 2n, (3.19)

where, of course, c0 = 1. Here Ψ could be an a priori selected probability
distribution. This is a moment problem of the type described above with

αk(t) = tk, k = 0, 1, . . . , 2n.

This is a Hamburger moment problem with complexity constaint. The se-
quence c0, c1, . . . , c2n is positive if and only if the Hankel matrix











c0 c1 · · · cn
c1 c2 · · · cn+1

...
...

. . .
...

cn cn+1 · · · c2n











is positive definite. Remarkably, the function

I(Φ,Ψ) = IΨ(Φ)

is the cross-entropy [26], gain of information [46], directed divergency [39],
or the Kullback-Leibler distance between Ψ and Φ. Then the optimization
problem of Theorem 3.5 is equivalent to minimizing I(Φ,Ψ) subject to the
moment conditions (3.3). This gives an interesting interpretation, further
pursued in [12], to the present problem: Given an a priori probability den-
sity Ψ, we want to find another probability density Φ that has prescribed
moments up to order 2n and that minimizes the Kullback-Leibler distance
to Ψ. Similar optimization problems have been considered in the statistical
literature, where, however, minimization is generally with respect to Ψ; see,
e.g., [17, 18].

4 A geometric derivation of the convex
optimization problem

Following [16], we prove Theorem 3.4 by first constructing the dual func-
tional from the moment equations (3.14). To this end, for any Ψ ∈ G+, we
define the map

FΨ : P+ → C+
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componentwise via

FΨ
k (q) =

∫

I

αk

Ψ

Q
dt.

We want to prove that the map FΨ is a homeomorphism. For this we use
the following global inverse function theorem proven in [16].

Lemma 4.1. Suppose M and N are n-dimensional, topological manifolds

and that N is connected. Consider a continuous map f : M → N . Then, f

is a homeomorphism if and only if f is injective and proper. In this case,

M is connected.

Recall that f is said to be proper if the inverse image f−1(K) is compact
for all compact K ∈ M . That FΨ is proper follows from the following
lemma, also proven in [16].

Lemma 4.2. Suppose P is a vector space consisting of C2-smooth func-

tions. Then FΨ : P+ → C+ is proper.

The domain P+ is an open convex subset of R2n−r+2, and clearly the
same holds for C+. Therefore, it will follow from Lemma 4.1 that FΨ is a
homeomorphism if we can show that FΨ is injective. We proceed to proving
precisely this by constructing the functional (3.15).

Since P+ is an open, convex subset of R2n−r+2, it is diffeomorphic to
R2n−r+2 and hence Euclidean. Parameterizing q ∈ P+ via q =

∑n

k=0 qkαk,
we construct the 1-form

ω = Re

{

n
∑

k=0

[ck − Fk(q)] dqk

}

,

on P+, which can be written as

ω = Re

{

n
∑

k=0

ckdqk −

∫

I

n
∑

k=0

αk

Ψ

Q
dqkdt

}

= Re

n
∑

k=0

ckdqk −

∫

I

Ψ

Q
dQ dt.

Taking the exterior derivative on P+, we obtain

dω =

∫

I

Ψ

Q2
dQ ∧ dQ dt = 0,

establishing that the 1-form ω is closed.
Therefore, by the Poincaré Lemma, there exist a smooth function JΨ

such that ω = dJΨ, and hence

JΨ =

∫

ω =

∫

(

Re

n
∑

k=0

ckdqk −

∫

I

Ψ

Q
dQ dt

)

,
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with the integral being independent of the path between two endpoints.
Computing the path integral

∫ q1

q0

ω =

[

〈c, q〉 −

∫

I

Ψ logQ dt

]q1

q0

,

we obtain, modulo a constant of integration,

JΨ(q) = 〈c, q〉 −

∫

I

Ψ logQ dt. (4.20)

Since
∂JΨ

∂qk
= ck −

∫

I

αk

Ψ

Q
dt, k = 0, 1, . . . , n, (4.21)

the functional (4.20) has a critical point precisely at the solution of the
generalized moment problem. To see this on the second factor of Rr ×
Cn−r+1, we decompose the exterior differential as the sum d = ∂ + ∂̄,
where ∂̄ is the Cauchy-Riemann differential. Since JΨ is real, to say that
dJΨ = 0 is to say that ∂JΨ = 0 or, equivalently, that ∂̄JΨ = 0. Finally,
by inspection we see that ∂JΨ = 0 is the set of defining equations of the
generalized moment problem.

Now, it is easy to see that JΨ is strictly convex. Hence there is at most
one critical point, which must be a minimum. Consequently, FΨ is injective,
as claimed.

5 Duality theory

Next we turn to the constraint optimization problem of Theorem 3.5, re-
formulated as a maximization problem: Maximize the cross entropy

IΨ(Φ) =

∫

I

Ψ log
Φ

Ψ
dt (5.22)

over L1
+(I) subject to the constraints

∫

I

αk(t)Φ(t)dt = ck, k = 0, 1, . . . , n. (5.23)

Note that IΨ(Φ), here redefined to be the negative of that in Theorem 3.5,
is bounded from above. To see this, we may without restriction assume that
∫

I
Ψdt = 1. Then, Jensen’s inequality [48, p. 61] yields IΨ(Φ) ≤ log c0.
To solve this optimization problem, we form the Lagrangian

L(Φ, q) = IΨ(Φ) + Re

n
∑

k=0

qk

[

ck −

∫

I

αkΦdt

]

,
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where (q0, q1, . . . , qn) ∈ Rr ×Cn−r+1 are Lagrange multipliers, complex for
the complex moment conditions and real for the real ones. Setting

Q = Re

n
∑

k=0

qkαk,

we obtain

L(Φ, q) =

∫

I

Ψ log
Φ

Ψ
dt+ 〈c, q〉 −

∫

I

QΦdt.

Clearly, the dual function

ψ(q) = sup
Φ∈L1

+
(I)

L(Φ, q)

takes finite values only if q ∈ P+. For such q, form the directional derivative

δL(Φ, q;h) = lim
ε→0

L(Φ + εh, q) − L(Φ, q)

ε

in any direction h ∈ L1(I) to obtain

δL(Φ, q;h) =

∫

I

[

Ψ

Φ
−Q

]

hdt,

provided the limit exists. Consequently, for each such Φ,

δL(Φ, q;h) = 0, for all h ∈ L1(I)

if and only if

Φ =
Ψ

Q
,

which inserted into the dual functional yields

ψ(q) = 〈c, q〉 −

∫

I

Ψ logQ dt−

∫

I

Ψ dt.

Since the last term is constant, the dual problem to minimize ψ(q) over
P+ is equivalent to the optimization problem

min
q∈P+

JΨ(q)

of Theorem 3.4.
In Section 4 we proved that this optimization problem has a unique

solution at some q̂ ∈ P+ satisfying the moment conditions (5.23). Then,
setting Q̂ = Re{q̂},

Φ̂ :=
Ψ

Q̂
∈ L1

+(I). (5.24)
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Since the function Φ → L(Φ, q̂) is strictly concave and

δL(Φ̂, q̂;h) =

∫

I

[

Ψ

Φ̂
− Q̂

]

h dt = 0, for all h ∈ L1(I),

we have
L(Φ, q̂) ≤ L(Φ̂, q̂) for all Φ ∈ L1

+(I), (5.25)

with equality if and only if Φ = Φ̂.
However, L(Φ, q̂) = IΨ(Φ) for all Φ satisfying the moment conditions

(5.23). In particular, since (3.14) holds for Q = Q̂, L(Φ̂, q̂) = IΨ(Φ̂). Con-
sequently, (5.25) implies that

IΨ(Φ) ≤ IΨ(Φ̂)

for all Φ ∈ L1
+(I) satisfying the moment conditions (5.23) with equality if

and only if Φ = Φ̂. Hence, IΨ has a unique maximum on the space of all
Φ ∈ L1

+(I) satisfying the constraints (5.23), and it is given by (5.24). This
proves Theorem 3.5.

6 Conclusions

It is well known that many important problems in control theory and sta-
tistical signal processing can be formulated as moment problems. However,
modern engineering applications require complexity constraints, thus signif-
icantly altering the mathematical problem so that classical theory does not
apply. These applications also require complete classes of solutions, rather
than just one single solution, and complete smooth parameterizations of
these classes.

In this paper we presented a universal solution to the generalized moment
problem, with a nonclassical complexity constraint, obtained by minimiz-
ing a strictly convex nonlinear functional. This optimization problem was
derived in two different ways, first geometrically by path integration of a
one-form, and second via duality theory of mathematical programming.

We have thus provided a unified framework that generalizes previous
work on interpolation of the Carathéodory and of the Nevanlinna-Pick
type [7, 9, 10, 15]. We refer to [9, 13, 14] for applications to signal process-
ing and to [42, 43, 44, 45] for applications to robust control. Algorithms
using homotopy continuation methods, based on our convex optimization
approach, have been developed for Carathéodory extension in [22] and for
Nevanlinna-Pick interpolation in [43, 45].

The results presented in this paper have interesting interpretations also
in probability and statistics, where moment problems are prevalent. Indeed,
the complexity constraint may, for example, represent a priori information
about a probability distribution to be estimated from moments.
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