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Abstract—We consider the problem of estimation of a func-
tion by a system consisting of two agents and a fusion center. The
two agents collect data comprising of samples of an independent
variable and the corresponding value of a dependent variable.
The objective of the system is to collaboratively estimate the
function without any exchange of data among the members of
the system. To this end, we propose the following framework.
The agents are given a set of features using which they construct
suitable function spaces to formulate and solve the estimation
problems locally. The estimated functions are uploaded to a
fusion space where an optimization problem is solved to fuse
the estimates (also known as meta-learning) to obtain the system
estimate of the mapping. The fused function is then downloaded
by the agents to gather knowledge about the other agents
estimate of the function. With respect to the framework, we
present the following: a systematic construction of fusion space
given the features of the agents; the derivation of an uploading
operator for the agents to upload their estimated functions to
a fusion space; the derivation of a downloading operator for
the fused function to be downloaded. Through an example on
least squares regression, we illustrate the distributed estimation
architecture that has been developed.

I. INTRODUCTION

A. Motivation

In statistical inference problems, observations about a
given phenomenon can be obtained using different kind or
multiple sensors. The observations are often collated to obtain
a single data set. Each sensor output is considered as a modal-
ity associated with the data set. When the data set is used
to estimate a mapping from a set of independent variables
to a set of dependent variables, the resulting algorithms are
known as multimodal learning algorithms. [1] provides an
overview on to multimodal data fusion focusing on why
it is needed and how it can be achieved. [2] is a survey
paper on deep multimodal learning covering many aspects
including comparison with conventional multimodal learning,
fusion structures, and applications. Multi-modal learning has
found applications in many areas including human activity
recognition [3] and autonomous driving, [4] [5].

Kernel methods have played a central role in inference
problems. For classical literature on the application of kernel
methods to estimation, we refer to [6], [7], and, the references
there in. In [8], [9], and, [10], identification of discrete
time and continuous time systems using these methods have
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been reviewed and studied. In more recent times, multimodal
kernel learning methods have been studied and algorithms
referred to as “Multiple Kernel Learning” [11], have been
developed and applied to problems in object recognition [12],
disease detection [13], etc. Kernel methods for deep learn-
ing has been studied in [14]. Understanding deep learning
through comparison with kernel based learning has been done
in [15]. Hence, kernel methods which have been extensively
used in classical inference problems, have evolved, and are
relevant in contemporary inference problems as well.

Multimodal learning problems are usually studied through
data collation, i.e., it is a centralized learning approach. The
objective of this paper is to take a step towards achieving
multi-modal learning through a distributed approach. One
such scheme that has been studied in the literature in the
context of IoTs, etc., is vertical federated learning, [16], [17],
when the number of agents is large. However, distributed
schemes with fewer number of agents and emphasis on the
learning space itself has not received much attention. We note
that in our previous work, [18], we considered a distributed
regression problem with noisy data by two agents and a
fusion center with the agents learning in the same space. For
further discussion on motivation for the problem considered
we refer to [19].

B. Problem Considered

Though we do not formally define data, information,
knowledge in the context of inference problems, we dif-
ferentiate between them as following. A set of measurable
outcomes associated with an observable phenomenon or an
experiment is referred to as data. Structured data, that is,
data which could used to infer models or hidden patterns is
referred to as information. The inferred models or patterns are
referred to as knowledge. In the context of the experiment,
the set of all possible models or patterns is referred to
as the knowledge space (KS). As information is received
sequentially, the knowledge about the observed phenomenon
evolves in the KS. In the simplest setting, we can consider
the estimation of a mapping from an independent variable
(input) to a dependent variable (output). Information would
correspond to pairs of input, output measurements. Knowl-
edge corresponds to the function from the input to the output,
while the function space where the inference problem is
studied is interpreted as a knowledge space. Other examples
of knowledge spaces include set of probability measures on
a Borel σ algebra, probability measures on a orthoposet [20].
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Fig. 1. Schematic for Distributed Estimation Architecture
The problem considered is as follows. We consider two

agents and a fusion center. Each agent receives information
comprising of samples of an independent variable and cor-
responding values of the dependent variable. The underlying
phenomenon generating information for both the agents is the
same. Given the information, the objective of the agents and
the fusion center is to collaboratively estimate the mapping
from the independent variable to the dependent variable
without exchanging any information between the agents or
the agents and the fusion center. Along with the samples,
each agent is provided a set of features predominant in the
information received by them.
C. Contributions

We propose the following architecture, refer Figure 1:
Given local information, each agent estimates the mapping
from the input to the output by solving a least squares
regression problem in its local KS. The functions estimated
by both agents are uploaded to the fusion center. At the
fusion center, a fusion problem as an optimization problem
is formulated and solved to fuse the functions estimated by
the agents. The fused function is considered as the function
estimated by the system. The fused function is downloaded
on to the local KSs by the agents and is considered as the
final estimates of the agents.

With respect to the above frame work we prove the
following: Given the features, we present the construction
of the individual KSs of the agents as a reproducing kernel
Hilbert space (RKHS). The fusion space is defined as the set
of functions obtained through linear combination of functions
in the the local KSs. We prove that the fusion space is also
an RKHS whose kernel is the sum of the kernels of the
agents. As a corollary, we obtain that the uploading operator
used by the agents to upload functions from the local KS to
the fusion space is a linear bounded operator. All functions
in the fusion center might not be decipherable in the local
KSs, a download operator is needed to suitably transform
the fused function which can be interpreted in the local
KS. We present a detailed construction of such an download

operator and prove that it is linear and bounded. To illustrate
the distributed estimation scheme, we present a numerical
example. For further discussion novelty of the proposed
solution and interpretation of the proposed architecture we
refer to [19].

The paper is organized as follows. In Section II, we discuss
the construction of the individual KSs, the fusion space,
the derivation of the uploading and downloading operator.
In Section III, we discuss the regression problem for the
agents, its solution, and, the fusion problem in fusion space.
In Section IV, we present a numerical example demonstrating
the distributed estimation methodology. In Section V, we
summarize the contributions of this paper and discuss future
work. Notation: we use superscript for the agent, subscript
for samples and summation indicies. We represent vectors
obtained by concatenating smaller vectors in boldface. For
a function f ∈ V , V vector space, we use the notation f
when it is treated as a vector and the notation f(·) when it
is treated as a function. The projection onto a subspace M
of a Hilbert space H is denoted by ΠM.

II. CONSTRUCTION OF KNOWLEDGE SPACES

In this section, we discuss the construction of KSs for the
individual agents and the fusion space. Let X ⊂ Rd. Let
(H, ⟨·, ·⟩H) be a Hilbert space of functions, f : X → R. Let
K : X × X → R be a function, n ∈ N, {x1, . . . , xn} ⊂ X ,
and, K := (K(xi, xj))ij be Gram (kernel) matrix of K with
respect to x1, . . . , xn.

Definition 1. The function K(·, ·) is said to be a positive
definite kernel if the gram matrix generated by the function
is a positive definite matrix for all n and {x1, . . . , xn} ⊂ X .

Definition 2. (H, ⟨·, ·⟩H) is said to be a reproducing kernel
Hilbert space (RKHS) with a positive definite kernel K, if,

• K(·, x) ∈ H, ∀x ∈ X ,
• the reproducing property is satisfied

f(y) = ⟨f(·),K(·, y)⟩H , f ∈ H, y ∈ X .

A. Construction of Individual Knowledge Spaces for the
Agents

The set of features for agent i is the set of functions,
{φi

j(·)}j∈Ii , where φi
j : X → R and |Ii| < ∞. The

knowledge space for agent i is the finite dimensional vector
space, Hi, defined as:

Hi = {f : f(·) =
∑
j∈Ii

αjφ
i
j(·), {αj}j∈Ii ⊂ R}.

The null vector for the space Hi is the function θi(·) defined
as θi(x) = 0,∀x ∈ X . For agent i, the features are assumed
to be linearly independent, i.e.,

∑
j∈Ii αjφ

i
j = θi if and only

if αj = 0, ∀j. The function space, Hi, is equipped with the
inner product, ⟨·, ·⟩Hi : Hi × Hi → R, defined as follows.
For, f(·) =

∑
j∈Ii αjφ

i
j(·), g(·) =

∑
j∈Ii βjφ

i
j(·),

⟨f(·), g(·)⟩Hi=⟨
∑
j∈Ii

αjφ
i
j(·),

∑
j∈Ii

βjφ
i
j(·)⟩Hi :=

∑
j∈Ii

αjβj .
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It can be verified that the above definition of inner product
on Hi satisfies the axioms of a inner product on a vector
space. The norm induced by the inner product is ||f ||2Hi =∑

j∈Ii α2
j . The kernel Ki : X × X → R is defined as,

Ki(x, y) =
∑
j∈Ii

φi
j(x)φ

i
j(y).

Let {x1, . . . , xn} ⊂ X . Let Ki := (Ki(xk, xl))kl, be the
Gram matrix of Ki(·, ·) with respect to {x1, . . . , xn}. Then
for any α ∈ Rn, αTKiα =

n∑
k=1

n∑
l=1

αkαlK
i(xk, xl) =

n∑
k=1

n∑
l=1

αkαl

∑
j∈Ii

φi
j(xk)φ

i
j(xl)

=
∑
j∈Ii

( n∑
k=1

αkφ
i
j(xk)

)( n∑
l=1

αlφ
i
j(xl)

)
= ||f ||2Hi ≥ 0,

where f(·) =
∑

j∈Ii

(∑n
k=1 αkφ

i
j(xk)

)
φi
j(·). The Gram

matrix of Ki(·, ·) is positive definite for any {x1, . . . , xn} ⊂
X , for all n ∈ N. Thus, Ki(·, ·) is a positive definite kernel
(From Definition 1, also refer [21]). We note that, Ki(·, y) =∑

j∈Ii φi
j(y)φ

i
j(·) ∈ Hi, with αi

j = φi
j(y), ∀j ∈ Ii. For

f ∈ Hi, f(·) =
∑

j∈Ii αjφ
i
j(·),

⟨f(·),Ki(·, y)⟩Hi = ⟨
∑
j∈Ii

αjφ
i
j(·),

∑
j∈Ii

φi
j(y)φ

i
j(·)⟩Hi

=
∑
j∈Ii

αjφ
i
j(y) = f(y).

The reproducing property is satisfied by f ∈ Hi with kernel
Ki(·, ·). From Definition 2, it follows that Hi is a RKHS
with kernel Ki(·, ·).

B. Construction of the Fusion Space

The motivation for the construction of a fusion space
is to build a function space where algebraic operations
can be simultaneously performed on functions living in the
local KSs of the agents. For further discussion on possible
candidates of the fusion space and the reasoning for the
following construction, we refer to [19].

Definition 3. The fusion space, H , is defined as H = {f :
f = f1 + f2, f1 ∈ H1, f2 ∈ H2}.

In the following theorem, we characterize the fusion space
as a RKHS after associating a suitable inner product and find
an expression for the norm induced by the inner product.

Theorem II.1. If Ki(·, ·) is the reproducing kernel of Hilbert
space Hi, with norm || · ||Hi , then K(x, y) = K1(x, y) +
K2(x, y) is the reproducing kernel of the space H = {f :
f = f1 + f2|f i ∈ Hi} with the norm:

||f ||2H = min
f1+f2=f,
fi∈Hi

||f1||2H1 + ||f2||2H2 .

Proof. Let H∏ = H1 × H2 denote the product space,
with inner product ⟨(f1, f2), (g1, g2)⟩H∏ = ⟨f1, g1⟩H1 +
⟨f2, g2⟩H2 . Let H = {f : f = f1 + f2, f i ∈ Hi, i = 1, 2}.

Clearly, H is a vector space whose null vector we denote by
θ. Let L : HΠ → H be a operator defined as L((f1, f2)) =
f1 + f2. L is a linear operator and its null space, N (L) =
{(f1, f2) ∈ H∏ : f1 + f2 = θ} is a closed subspace as
it is finite dimensional. The basis vectors for H∏ are given
by {φ1

j × θ2}j∈I1 ∪ {θ1 ×φ2
j}j∈I2 . Any vector in H∏, can

be expressed as (f1, f2) = (
∑

j∈I1 α1
jφ

1
j ,
∑

j∈I2 α2
jφ

2
j ) and

thus H∏ is isomorphic to RI1+I2

. The null space N (L) is
isomorphic to the subspace,

N =
{(

α1,α2
)
∈ RI1+I2

:
∑
j∈I1

α1
jφ

1
j +

∑
j∈I2

α2
jφ

2
j = θ,

α1 =
(
α1
1, . . . α

1
I1

)
,α2 =

(
α2
1, . . . α

2
I2

)}
.

Since N (L) is a closed subspace, there exists a unique closed
subspace M such that H∏ = M ⊕ N (L). The mapping
LM = L ◦ ΠM (operator L restricted to subspace M)
is bijection from M to H . For any function f ∈ H , let
L−1
M (f) = (L1(f), L2(f)), i.e., (L1(f), L2(f)) is the unique

tuple of functions in M such that L1(f) ∈ H1, L2(f) ∈ H2

and L1(f) + L2(f) = f . We now define the inner product
on H as follows:

⟨f, g⟩H = ⟨L1(f), L1(g)⟩H1 + ⟨L2(f), L2(g)⟩H2 .

Since Ki(·, y) ∈ Hi, it follows that K(·, y) = K1(·, y) +
K2(·, y) ∈ H . We claim that Li(K(·, y)) = Ki(·, y). Indeed,
since K(·, y) =

∑
j∈I1 φ1

j (y)φ
1
j (·) +

∑
j∈I2 φ2

j (y)φ
2
j (·),

to prove the claim it suffices to prove that the vector(
φ1
1(y), . . . , φ

1
I1(y), φ2

1(y), . . . , φ
2
I2(y)

)
is orthogonal to N

for all y ∈ X . That is, ∀
(
α1,α2

)
∈ N ,∑

j∈I1

α1
jφ

1
j (y) +

∑
j∈I2

α2
jφ

2
j (y) = 0,

which is true from the definition of N . Thus,

⟨f(·),K(·, y)⟩H = ⟨L1(f)(·), L1(K(·, y))⟩H1 + ⟨L2(f)(·),
L2(K(·, y))⟩H2 = ⟨L1(f)(·),K1(·, y))⟩H1 + ⟨L2(f)(·),
K2(·, y))⟩H2 = L1(f)(y) + L2(f)(y) = f(y),

satisfying the reproducing property. From Definition 2, it
follows that (H, ⟨·, ·⟩H) is a RKHS with kernel K(·, ·).
For f ∈ H , let (f1, f2) ∈ H∏ be such that f = f1 +
f2 = L1(f) + L2(f). We note that (L1(f), L2(f)) =
ΠM((f1, f2)). Computing norm of f ,

||f ||2H = ⟨f, f⟩H = ||L1(f)||2H1 + ||L2(f)||2H2

||f1||2H1 + ||f2||2H2 = ||(f1, f2)||2H∏ = ||ΠM((f1, f2))︸ ︷︷ ︸+
ΠN (L)((f

1, f2))||2H∏ . = ||(L1(f), L2(f))||2H∏
Thus, for f1, f2 such that f = f1 + f2, the minimum of
||f1||2H1+||f2||2H2 is achieved when ΠN (L)((f

1, f2))||2H∏ =

θ, i.e., f i = Li(f), and, is equal to ||f ||2H .

Given f ∈ H1, we let f1 = f and f2 = 0. From the
Theorem II.1, we conclude that ||f ||H ≤ ||f ||H1 . Similarly
||f ||H ≤ ||f ||H2 , f ∈ H2.
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Corollary II.2. The uploading operator from agent i’s
knowledge space, Hi, to the fusion space H , L̂i : Hi → H ,
is L̂(f) = f . L̂i(·), is linear and is bounded, ||L̂i|| =
sup{||f ||H : f ∈ Hi, ||f ||Hi = 1} ≤ 1.

C. Retrieval of Individual Knowledge Spaces from Fusion
Space

Given a function in the fusion space, it is not necessary
that it belongs to both the KSs. Hence, it is mandatory to
transform it to a form where it can be expressed using the
features of the local KS. The objective of this subsection is
to find an operation which would transform the function onto
the individual KSs. For further discussion on the reasoning
for the following construction, we refer to [19].

Lemma II.3. For every f ∈ H , there exits {yk,f}nk=1 and
{βk,f}nk=1 such that,

f(·)=
∑
i=1,2

∑
j∈Ii

n∑
k=1

βk,fφ
i
j(yk,f )φ

i
j(·) =

n∑
k=1

βk,fK(·, yk,f ).

Proof. Given f ∈ H , we characterize L1(f) and L2(f). Let,

Φ(y)=[φ1
1(y), . . . , φ

1
I1(y), φ2

1(y), . . . , φ
2
I1(y)]∈RI1+I2

,

y ∈ X . Let M̂ be the span of {Φ(y)}y∈X . We note that
RI1+I2

= M̂⊕N [19]. This implies that M̂ is isomorphic
to M. Thus, every vector in M can be expressed as(∑
j∈I1

γ1j
(
φ1
j × θ2

)
+

∑
j∈I2

γ2j
(
θ1 × φ2

j

))
=

(∑
j∈I1

γ1jφ
1
j ,

∑
j∈I2

γ2jφ
2
j

)
=
(∑
j∈I1

n∑
k=1

βkφ
1
j (yk)φ

1
j ,

∑
j∈I2

n∑
k=1

βkφ
2
j (yk)φ

2
j

)
,

where γ = [γ11 , . . . , γ
1
I1 , γ21 , . . . , γ

2
I2 ] ∈ M̄ and γij =∑n

k=1 βkφ
i
j(yk). Thus, for any f ∈ H , (L1(f), L2(f)) =(∑n

k=1 βk,fK
1(·, yk,f ),

∑n
k=1 βk,fK

2(·, yk,f )
)

. This im-
plies that, f = L1(f) + L2(f) =

∑n
k=1 βk,fK(·, yk,f ).

Lemma II.4. Given the RKHS, (H, ⟨·, ·⟩H), with kernel
K(·, ·) and the kernels Ki(·, ·), i = 1, 2, such that
K(x, y) = K1(x, y) + K2(x, y), we define operators, L̄i :
H → H , as

L̄i(f)(x) = ⟨f(·),Ki(·, x)⟩H , for, i = 1, 2.

Then, L̄i is linear, symmetric, positive and bounded, ||L̄i|| ≤
1.

Proof. From the linearity of the inner product with respect to
the first argument, it follows that L̄i is linear. From equation
set (1), we note that L̄i is positive, i.e., ⟨L̄i(f), f⟩H ≥
0, ∀f ∈ H . From equation set(2), we note that L̄i is
symmetric, i.e., ⟨L̄i(f), g⟩H = ⟨f, L̄i(g)⟩H , ∀f, g ∈ H .
Since L̄1 and L̄2 are symmetric, positive, and their sum is
the identity operator (L̄1 + L̄2 = I), 0 ≤ ||L̄i|| ≤ 1.

Theorem II.5. Let L : H → H be a symmetric, positive,
bounded operator. There exists a unique square root of op-
erator L,

√
L : H → H , i.e.,

√
L(

√
L(f)) = L(f)∀f ∈ H .√

L(·) is linear, bounded, symmetric.

Proof. Since L is symmetric, from the spectral theorem,
it follows that (i) there exists an orthonormal basis of H ,
{φj}j∈I , which are eigenvectors of L ; (ii) the eigenvalues of
L, {λj}Iλ

j=1, are real. Since L is positive, λj ≥ 0, 1 ≤ j ≤ Iλ.
Let f =

∑I
j=1 αjφj , {αj} ⊂ R. L(f) = L(

∑I
j=1 αjφj) =∑I

j=1 αjλjφj . From the construction of H , it follows that
I ≤ I1 + I2. Since some of the eigenvalues of L could
repeated, Iλ ≤ I. The operator

√
L is defined as

√
L(φj) =√

λjφj , and, imposing linearity
√
L(f) =

∑I
j=1 αj

√
λjφj .

√
L(

√
L(f)) =

√
L(

I∑
j=1

αj

√
λjφj) =

I∑
j=1

αjλjφj = L(f)

⟨
√
L(f), f⟩H=⟨

I∑
j=1

αj

√
λjφj ,

I∑
l=1

αlφl⟩H=

I∑
j=1

α2
j

√
λj ≥ 0

⟨
√
L(f), g⟩H = ⟨

I∑
j=1

αj

√
λjφj ,

I∑
l=1

βlφl⟩H =

I∑
j=1

αjβj
√
λj

= ⟨
I∑

j=1

αjφj ,

I∑
l=1

βl
√
λlφl⟩H = ⟨f,

√
L(g)⟩H .

Suppose L̃ is a positive semi-definite operator which is
another square root for L. To prove uniqueness, it suffices
to prove that L̃(ϕj) =

√
L(ϕj)∀ j, where {ϕj}j∈I is a

basis for H . By the spectral theorem, L̃ posses a set of
orthonormal eigenvectors,{ϕj}j∈I , which form a basis for
H . L(ϕj) = L̃

(
L̃(ϕj)

)
= L̃(λ̄jϕj) = λ̄2jϕj . Thus, {ϕj}j∈I

are eigenvectors for L. By definition of
√
L, {ϕj}j∈I are

eigenvectors for
√
L as well. As the eigenvectors {ϕj}j∈I

could be ordered differently than {φj}j∈I , we denote the
corresponding eigenvalues by λ̂j . Thus,

√
L
(√
L(ϕj)

)
=

λ̂2jϕj = L(ϕj) = λ̄2jϕj . Since the operators are positive
semidefinite, λ̂j = λ̄j . Hence, L̃(ϕj) =

√
L(ϕj),∀j, i.e.

L̃ =
√
L.

The above theorem, Theorem II.5, is well known in linear
algebra and we mention the proof as the construction of the
square root operator is essential for the proof of the theorem
below.

Theorem II.6. The linear space H̄i = {g : g =
√
L̄i(f), f ∈

H} is a RKHS with kernel Ki.
√
L̄i(·) establishes an

isometric isomorphism between N
(√
L̄i

)⊥
and H̄i, and the

norm, ||f ||H̄i = ||g||H , where f =
√
L̄ig, g ∈ N

(√
L̄i

)⊥
.

Thus, the individual knowledge spaces can be retrieved from
the fusion space.

Proof. Since N
(√
L̄i

)
is closed subspace of H , H = Mi⊕

N
(√
L̄i

)
, where Mi = N

(√
L̄i

)⊥
.
√
L̄i() maps one-one

from Mi to H̄i. Hence, Mi ⊂ H̄i. Let f ∈ N
(√
L̄i

)
and g ∈ H . Then, ⟨f,

√
L̄i(g)⟩H = ⟨

√
L̄i(f), g⟩H = 0,

i.e.,
√
L̄i(g) ⊥ f, ∀f ∈ N

(√
L̄i

)
, ∀g ∈ H . Hence,

H̄i ⊂ N
(√
L̄i

)⊥
= Mi. Therefore, M i = H̄i. The inner

product on H̄i is defined as,

⟨f, g⟩H̄i = ⟨
√
L̄i(f̄),

√
L̄i(ḡ)⟩H̄i = ⟨ΠMi(f̄),ΠMi(ḡ)⟩H ,
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f =

n∑
j=1

βjK(·, yj), L̄i(f)(x) = ⟨
n∑

j=1

βjK(·, yj),Ki(·, x)⟩H =

n∑
j=1

βj⟨Ki(·, x),K(·, yj)⟩H =

n∑
j=1

βjK
i(yj , x)

=

n∑
j=1

βjK
i(x, yj). ⟨L̄i(f), f⟩H=⟨

n∑
j=1

βjK
i(·, yj),

n∑
k=1

βkK(·, yk)⟩H =

n∑
j=1

n∑
k=1

βjβkK
i(yk, yj) = ||L̄i(f)||2Hi ≥ 0. (1)

g=

m∑
l=1

δlK(·, yl), ⟨L̄i(f), g⟩H=⟨
n∑

j=1

βjK
i(·, yj),

m∑
l=1

δlK(·, yl)⟩H=

n∑
j=1

m∑
l=1

βjδlK
i(yl, yj).⟨f, L̄i(g)⟩H=⟨

n∑
j=1

βjK(·, yj),

m∑
l=1

δlK
i(·, yl)⟩H=

n∑
j=1

m∑
l=1

βjδl⟨Ki(·, yl),K(·, yj)⟩H=

n∑
j=1

m∑
l=1

βjδlK
i(yj , yl)=

n∑
j=1

m∑
l=1

βjδlK
i(yl, yj)=⟨L̄i(f), g⟩H . (2)

where f =
√
L̄i(f̄), f̄ ∈ H and g =

√
L̄i(ḡ), ḡ ∈ H . For

f(·) = K(·, y), L̄i(f)(·) = Ki(·, y). Hence, Ki(·, y) ∈
R(L̄i) ⊆ H̄i, ∀y ∈ X . Let {ψi

j} be the eigenvectors of
L̄i with corresponding eigenvalues, {λij}. Then, from the
construction of

√
L̄i in Theorem II.5, {ψi

j} are the eigen-

vectors of
√
L̄i with corresponding eigenvalues, {

√
λij}. For

any eigenvector, ψi
j , with λij ̸= 0,

⟨ψi
j(·),Ki(·, y)⟩H̄i =

⟨
√
L̄i

( 1√
λij

ψi
j(·)

)
,
√
L̄i

(√
L̄i(K(·, y))

)
⟩H̄i

(a)
= ⟨ 1√

λij

ψi
j(·),ΠMi(

√
L̄i(K(·, y)))⟩H ,

(b)
= ⟨ 1√

λij

ψi
j(·),

√
L̄i(K(·, y))⟩H

(c)
= ⟨

√
L̄i(

1√
λij

ψi
j(·)),K(·, y)⟩H

= ⟨ψi
j(·),K(·, y)⟩H = ψi

j(y),

Thus, the reproducing property is satisfied by ψi
j(·). Since

every function in Mi = H̄i can expressed as unique
linear combination of {ψi

j}, and by the linearity of inner
product it follows that ⟨f(·),Ki(·, y)⟩H̄i = f(y), ∀f ∈ H̄i.
The reasoning for the equalities are as follows, (a) by the
definition of the inner product and ψi

j ∈ Mi as λij ̸= 0,
(b)

√
L̄i(Ki(·, y)) ∈ H̄i = Mi, and (c) symmetry of

√
L̄i.

From Definition 2, it follows that H̄i is a RKHS with kernel
Ki(·, ·).

Corollary II.7. The downloading operator from the fusion
space H to agent i’s knowledge space, Hi, is

√
L̄i ◦ ΠMi .

The downloading operator is linear and bounded.

III. REGRESSION AND FUSION PROBLEM

The knowledge spaces constructed in the previous section
can be used to formulate many inference problems including
regression, classification, etc. In this section, we consider the
least squares regression problem and the fusion problem as
an optimization problem.

A. Regression at the Agents

Given (input-output) information pairs, {(xij , yij)}mj=1, to
agent i, the objective of the agent is to estimate a mapping

from input to output. The estimation problem formulated as
least squares regression problem is

min
f∈Hi

m∑
j=1

(yij − f(xij))
2 + ϱi||f ||2Hi .

Let, Ki = (Ki(xij , x
i
k))jk = (⟨Ki(·, xik),Ki(·, xij)⟩Hi), be

the Gram matrix corresponding to agent i as defined in the
beginning of Section II. It is well known from the representer
theorem (refer [21]), that the solution for the above problem
is given by f i(·) =

∑m
l=1 α

i
lK

i(·, xil) where αi = (KiTKi+

ϱiKi)−1KiTyi and yi = (yi1, . . . , y
i
m).

B. Function Fusion Problem

The functions estimated by the agents are transmitted to the
fusion center where the following fusion problem is consid-
ered. As presented in [18], we consider {b = {bk}k≥1 ⊂ H}
which span H to define a dissimilarity measure between f1

and f2 as db(f, g) =
∑

k⟨f−g, bk⟩2H . The fusion problem is
to find a linear combination of f1 and f2, f∗, such that the
dissimilarity between f1, f∗ and f2, f∗ is minimized. The
fusion problem as an optimization problem is

min
a,b∈R

db(af
1 + bf2, f1) + db(af

1 + bf2, f2)+

ϱ||af1 + bf2||2H .

The fused function is considered as the function estimated
by the system. It is downloaded by the agents to compare
(in the sense of norm) against their own estimates.

IV. EXAMPLE

In this section, we demonstrate the application of the
theory developed in the previous sections. We consider the
estimation of a real valued cubic polynomial with real valued
inputs. The coefficients of the polynomial where chosen at
random. Agent 1 was provided with 20 samples of input-
output data, where the input was restricted to the set [−5, 5].
The inputs were uniformly spaced on the interval [−5, 5]
and the corresponding outputs were obtained by providing
the inputs to the true function. The features considered by
Agent 1 were, φ1

1(x) = 1, φ1
2(x) = x, and φ1

2(x) = x2,
which implies that its kernel was K1(x, y) = 1+xy+x2y2.
Agent 2 was also provided with 20 samples of input-output
data where the input data was uniformly spaced and restricted
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to [−10,−5] ∪ [5, 10], while the features considered by it
where φ2

1(x) = x2 and φ2
2(x) = x3. Hence, K2(x, y) =

x2y2 + x3y3.
With this set up, the regression problems (subsection III-A)

were solved by the agents. These functions were uploaded
to the fusion center. Function uploaded by Agent 1 and
Agent 2 are plotted in Figure 2 ( [19]) and Figure 3 ( [19])
respectively. At the fusion center, the set b = {K(·, x̄j)}40j=1

was considered, where {x̄j}40j=1 were randomly sampled from
[−10, 10]. The function fusion problem (subsection III-B)
was solved. The fused function is plotted in Figure 4 ( [19]).

To download the fused function onto the individual KSs,
we demonstrate the procedure outlined in subsection II-C.
Suppose we choose the set of basis vectors for the space
H as φ1(x) = 1, φ2(x) = x, φ3(x) =

√
2x2, φ4(x) = x3,

then the kernel generated is K(x, y) = 1 + xy + 2x2y2 +
x3y3 = K1(x, y) +K2(x, y). With these basis vectors, the
coefficients for K1(·, y) are [1, y, y2

√
2
, 0], and for K2(·, y) are

[0, 0, y2

√
2
, y3]. The matrix representation of the operators L̄i

and
√
L̄i, Li

M and
√
Li
M , has be derived in [19].

The coefficients of the fused function with respect to basis
chosen for H were obtained. The coefficients for downloaded
functions were obtained through the operation αi =

√
Li
Mα

where α is the vector of coefficients corresponding to the
fused function. The downloaded functions correspond to∑4

j=1 α
i
jφj , where αi = [αi

1, α
i
2, α

i
3, α

i
4]. The function

downloaded by Agent 1 and Agent 2 are plotted in Figures
2 and 3 respectively.

We observe that both the uploaded and downloaded func-
tion for Agent 1 do not estimate the true function well as
it is missing the φ4(x) = x3 feature. Agent 2 is able to
“better” estimate the function however the impact of missing
data points ( between [−5, 5] ) and missing features is visible.
However, we note that the agents are able to exchange knowl-
edge as the downloaded functions are “significantly” better
than the uploaded functions. To compare the performance of
the fusion procedure, we compare it against the centralized
estimation method. In this method, the data collected by both
agents is sent to the fusion center, where a regression problem
(refer subsection III-A) is solved using the collective data.
The function estimated using this method is plotted in Figure
4. We observe that the fused function is the best estimate
among all estimates considered so far. For further discussion
on the practicality of different agents using different kernels
and the interpretation of results observed in this example we
refer to [19].

V. CONCLUSION AND FUTURE WORK

We considered the problem of function estimation by two
agents and a fusion center given local data and different set of
features. We presented the construction of suitable spaces for
the estimation problems and fusion problem to be studied. We
derived operators to transform functions across the spaces co-
herently. A distributed estimation scheme without exchange
of data was presented to solve the problem considered. As
future work, we are interested in: (i) developing a sequential

collaborative learning scheme involving the agents and the
fusion center; (ii) studying the consistency properties of
such a scheme in the local KS and the fusion space; (iii)
quantifying the transfer of knowledge from one agent to
another.
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