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Contributions
- Analyze the positional processing in state-of-the-art language models

- Leverage this analysis to propose first positional information processing 
method that simultaneously satisfies a number of key design criteria
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Positional dependencies in transformer models

Do we need to model positional dependencies in transformer models?

How do we model positional dependencies in transformer models?

Where do we model positional dependencies in transformer models?
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Design criteria of positional dependency modeling in 
transformer models
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What does translation invariance look like in text?
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Position embeddings are not interpretable

Each row in the position embedding matrix Ep represents one position embedding vector

Ep=
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Translation invariance in position embeddings
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Translation invariance in position embeddings 
increases with training
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Translation invariance in positional component of 
self-attention
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TISA: Translation-Invariant Self-Attention

Modification of the self-attention equation:
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Untrained* TISA improves results over ALBERT base

*: We perform a custom initialization procedure, but conducted no language modeling pre-training beyond the pre-trained baseline we started from
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Thank you for listening

Paper available at: https://arxiv.org/abs/2106.01950
Code available at: https://github.com/ulmewennberg/tisa
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