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Motivation: Most speech is spontaneous and conversational. TTS should be, too!

Approach
Data source: Public domain conversational podcast with 2 speakers
Issue 1: No punctuation/sentences — Segment on breath groups (BGs)
Issue 2: Multiple speakers — Use lightly-supervised single-speaker BG
extractor as described in [1]
Issue 3: No transcription — Use off-the-shelf ASR www . speech.kth.se/tts-demos
Issue 4: Disfluent; filled pauses (FPs) — Annotate using additional tools
Result: 27 episodes — 9 hours of clean, single-speaker BGs Finding 1: Transfer learning and

G2P improve TTS pronunciation:
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Finding 2: Training with or without
annotated FPs gives FP insertion
with or without control:

Finding 3: Having FPs ("FP” as opposed to “FLU") improved perceived

authenticity when synthesising series of public-speaking prompts:

Spontaneously disfluent TTS!
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Which speaker sounds more engaging?
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Which speaker sounds more authentic?
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