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We outline a three-step gesture 
generation system that:

1) predicts when to gesture 
2) predicts how to gesture 
3) synthesizes appropriate motion for 

the predicted properties.

Summary

We utilize the Bielefeld SaGA dataset [1], 
containing audio/video recordings of 25 
participants in a direction-giving scenario 
with rich gesture-property annotations.

Dataset

We evaluate the feasibility of 
predicting the timing of gestures and 
various properties of the motion.

Problem setting
➔ Our experiments show that it is 

possible to predict various aspects 
of the gesturing motion. 

➔ This is surprising, as gestures are 
highly stochastic and idiosyncratic.

➔ Future work will focus on the 
efficacy of conditioning data-driven 
systems on these properties.

Initial results

project page with 
the follow up work


