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Abstract—Optical Transport Network (OTN) is a standard
approach to offering transport support to a variety of existing
service technologies, e.g., ESCON, HDTYV, GE, etc. Multiple
service technologies can be concurrently multiplexed onto one
common transport network, which offers hierarchical transmis-
sion rate wrappers physically supported by Wavelength Division
Multiplexing (WDM) lambda channels. Algorithms to perform
grooming and routing in OTN are expected to be complicated
due to the large number of grooming options that are available
in the standard. In addition, these algorithms are likely to be
designed by the vendor engineers, who have full knowledge of
the grooming, switching, and routing capabilities of their own
equipment.

Yet the authors of this paper propose a relatively simple
algorithm framework for equipment provisioning in OTN that
can be customized by the network designer. Taking advantage
of the multi-rate nature of supported services in OTN, traffic
demands can be divided into two groups based on their band-
width requirement. Demands with bandwidth request below a
bandwidth threshold are placed on newly provisioned resources
and demands with bandwidth request above the threshold are
preferably routed over already provisioned resources. The latter
procedure is more time consuming but yields more efficient
traffic grooming when compared to the former procedure. The
bandwidth threshold can be set by the network designer either to
decrease running time of the algorithm, or conversely, to increase
optimality of the solution found.

I. INTRODUCTION

Optical Transport Network (OTN) — defined by ITU-T
G.709 standard [1] — is a next-generation optical network
architecture designed to concurrently carry a variety of multi-
rate services on a common substrate, such as SONET/SDH,
ATM, IP/Ethernet, etc. A group of these services may be
multiplexed (groomed) together to be jointly carried by one
OTN carrier, which in turn may be supported by a wavelength
channel. As a result, together with Wavelength Division Mul-
tiplexing (WDM) technology, OTN offers to many services a
common transparent optical transport technology, that is scal-
able and relatively simple due to its hierarchical structure. The
availability of a common and single transport technology —

along with transparent support for legacy technologies — may
greatly reduce equipment cost and management complexity of
the overall network system.

ITU-T G.709 defines the Optical Transport Unit (OTU)
frame as the basic transmission unit and offers three line rate
options: 2,666,057 kbit/s (OTU1), 10,709,225 kbit/s (OTU2)
and 43,018,413 kbit/s (OTU3). The OTU frames offer multiple
hierarchical “wrappers” to contain various types of service,
such as Enterprise Systems Connection (ESCON), High-
Definition Television (HDTV), Gigabit Ethernet (GE), Fiber
Channel (FC), etc. The variety of services that can be groomed
and routed over OTN represents a challenging problem to the
network designer who must choose how to provision equip-
ment in the OTN layer in a cost effective way. First, services
that need to be groomed are diversified, making the selection
of the appropriate equipment difficult. Second, multiplexing
of services with different bandwidth at intermediate network
nodes might be needed to reach appropriate transmission rates
in specific network segments, e.g., multiplexing of four OTU1
frames into OTU2, where the former is used in peripheral
networks and the latter is used in the core. Finally, there is
a variety of OTN equipment, such as OTU line cards and
Wavelength Cross-connects (WXCs), whose characteristics
and functionalities highly vary from vendor to vendor. Based
on these observations, algorithms to perform grooming and
routing in OTN are anticipated to be complicated.

Commercially available network planning tools [2] compute
capacity requirements, but tend not to account for specific
equipment constraints. For example, they do not map specific
service traffic onto line cards, ports, etc., as this mapping is
typically done by a follow-up step, typically vendor specific.
Algorithms for grooming and routing in OTN are thus likely to
be designed by vendor engineers, who have full knowledge of
the grooming, switching and routing capabilities of their own
equipment. Although traffic grooming in WDM networks has
been studied extensively in the recent years [3], [4], [5], [6],
OTN specific results are quite limited.



In this paper, the authors propose a programmable 2-step
algorithm framework that can assist the network designer
in performing equipment provisioning in OTN. The main
objective of the framework is to determine OTN equipment
that must be provisioned to carry a given set of services and
mapping of the services onto appropriate OTN equipment is
provided as part of the framework output. The framework
is designed to work with a general set of OTN equipment,
and can be customized by the network designer to account
for vendor specific equipment functionalities and constraints.
Thanks to its 2-step structure, the framework is fine tunable, in
that the first step is optional, which can be applied to increase
optimality of the solution found, or conversely, skipped to
decrease running time of the algorithm. If this step is applied,
services are first carefully routed over already provisioned
equipment — a time consuming procedure, which yields
improved grooming efficiency. Otherwise, services are routed
using lightpaths [7] at the WDM layer — a time efficient
calculation, which does not take full advantage of available
resources already provisioned in OTN. It is up to the network
designer to decide which type(s) of services is (are) subject to
the former step, and which one(s) is (are) not.

II. THE OTN STANDARD AND THE PROVISIONING
ALGORITHM FRAMEWORK

This section first provides a brief description of the services
and the OTU wrappers defined in OTN. Then the algorithm
framework for OTN equipment provisioning is presented.

A. Services and OTU Wrappers

Available line rates (OTU1, OTU2 and OTU3) in OTN,
along with their respective wrappers and service types are
shown in Fig. 1. Some services (ESCON, FDDI, GE) can be
carried by ANY wrappers, which require sub-OTU]1 capacity.
In turn, a group of ANY services can be groomed together to
be carried by a single OTU1 frame. Services (10GE, STM-64)
requiring higher bandwidth can be carried by higher line rates,
e.g., OTU2.
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Fig. 1: Services and OTU Wrappers in OTN.

B. 2-Step Provisioning Algorithm Framework

The proposed algorithm framework is based on the assump-
tion that the WDM layer design (i.e., transmission line, routing
and wavelength assignment for lightpaths, and optical cross-
connect configuration) is performed by a separate module,
which computes the cost of establishing a lightpath between
any pair of OTN nodes. Objective of the algorithm framework
is then to provision OTN equipment needed in the network to
carry a set of given heterogenous services.
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Fig. 2: Sample OTU Line Cards.

In order to make the algorithm generic (hence compatible
with most existing OTN equipment products), only a few
assumptions are made:

e OTU line cards which have the capability to aggregate
and disaggregate various tributary signals, e.g., HDTYV,
GE, FC and STM-i into appropriate OTUk signals, are
available (Fig. 2a);

e OTU line cards, which have the capability to aggregate
and disaggregate OTUk signals into appropriate OTUK’
signals, are available (Fig. 2b);

e WXCs which are compatible with the OTU line cards
defined above, are available.

The algorithm framework consists of two steps (Step 1 and
Step 2) and works as follows. All services are first sorted
according to their bandwidth requirement in decreasing order
and then assigned OTN resources one by one. Services are
assigned OTN resources using Step 1 first; if Step 1 fails to
do so, then Step 2 is applied. Step 1 is an optional step and is
significantly more intensive in computation than Step 2, so it
is up to the network designer to decide which service should
go through this step. One way to choose what kind of services
should take this step and effect of the choice on the algorithm
performance is discussed in Section III-B.

Step 1: In this step, only already provisioned OTN equip-

ment are considered to carry the service. The service route



is computed to minimize cost of OTN resources that must be
assigned to the service. Step 1 consists of:

1) An auxiliary graph is created by adding one vertex for
each already provisioned OTU line card in the network
that has enough unassigned capacity to carry the service.

2) A bidirectional edge with weight 1 is added between
two vertices if the OTU line cards represented by the
vertices are either directly connected by a lightpath at
the WDM layer or connected through a common WXC.

3) Shortest paths are computed between all the vertices
representing the OTU line cards already provisioned
at the service source to all the vertices representing
the OTU line cards already provisioned at the service
destination.

4) The path with the minimum weight among all the short-
est paths computed is chosen, and bandwidth required
by the service is assigned to the service in all OTU line
cards represented by the vertices in the path.

Step 2: If Step 1 fails or is skipped, this step provisions
OTN equipment needed to accommodate the service. OTN
equipment is provisioned while accounting for the minimum
cost of establishing additional lightpath(s) required to connect
the OTN equipment across the network. Step 2 comprises
two subroutines: the first subroutine creates an auxiliary graph
that keeps track of a subset of available and potentially good
options for adding OTN equipment to the network; and the
second subroutine chooses the option in the subset that has
the minimum cost. A description of the two subroutines is
provided next.

Substep 2.1: Creating the auxiliary graph

1) An auxiliary graph is created by defining one distinct
vertex to represent each WDM network node, and con-
necting pairs of such vertices with bidirectional edges
if the two corresponding WDM nodes can be directly
connected by at least one newly created lightpath. The
weight of the edge is chosen to represent the cost of
establishing the lightpath. Define as source the vertex
that represents the WDM node where the service origi-
nates. Define as destination the vertex that represents the
WDM node where the service terminates. The shortest
path is computed from source to destination.

2) Considering only the WDM nodes along the computed
shortest path, a second auxiliary graph is created as
follows. A vertex is created for every OTU line card
that is already provisioned at each WDM node and that
has sufficient unassigned capacity to carry the service.

3) The second auxiliary graph is enriched with additional
vertices that represent virtual OTU line cards. A virtual
OTU line card is defined as a OTU card that is not
yet provisioned in the network, and could be added to
support the service under consideration.

4) The second auxiliary graph is enriched with a bidirec-
tional edge between any pair of vertices representing
OTU line cards that are directly connected via either a
lightpath or a WXC. The edge weight is computed as

follows: O if both vertices represent already provisioned
OTU line cards; 2 if both vertices represent virtual OTU
line cards; and 1 otherwise (i.e., one vertex represents an
existing OTU line card and the other vertex represents
a virtual card).

Substep 2.2: Computing the minimum cost option

1) Shortest paths are computed from all the vertices repre-
senting OTU line cards that are at the service source to
all the vertices representing OTU line cards that are at
the service destination.

2) The path with the minimum weight among all the
shortest paths computed is chosen. Any virtual OTU
line card (vertex) in the chosen path is provisioned and
a bandwidth amount equal to the service bandwidth is
reserved in all of the OTU line cards represented by the
vertices in the path.

To better illustrate two steps of the algorithm, two examples
are shown in Fig. 3. In the first example (Fig. 3a), the cost of
creating a lightpath between any node pair is 2. A lightpath
between node A and node B and a lightpath between node
B and node C are already created and OTU line cards 1, 2,
3, and 4 are already provisioned and each of these line cards
has 2 Gbit/s of unassigned capacity. A GE tributary service (1
Gbit/s bandwidth) must be carried from node A to node C.
If Step 1 is applied, then the path from card 1 to card 4 is
found via node B. If Step 1 is skipped and Step 2 is applied,
a newly created lightpath is established directly between node
A and node C, along with the provisioning of additional OTN
equipment (cards 5 and 6).

In the second example (Fig. 3b), A lightpath between node
A and node B and a lightpath between node B and node C'
are already created and OTU line cards 1 and 2 are already
provisioned and each of these line cards has 2 Gbit/s of
unassigned capacity. A GE tributary service must be carried
from node A to node C. Step 1 fails to find a solution using
already provisioned equipment only. Step 2 creates a new
lightpath between node B and node C and finds one path
from node A to node C: 1 — 2 — 3 — 4, for which two new
cards (3 and 4) are needed; thus the path is chosen and 2 new
cards are allocated along this path.

The pseudo code of Step 1 and Step 2 is given below using
the following notation:

e s: source of service;

o d: destination of service;

e b: service bandwidth;

e C: set of all OTU line cards already provisioned in the

network;

e ¢; € C: the i*" OTU line card in set C;

e A(c;): unassigned capacity of card ;.

An indicator function is defined as follows:

1
](Civc]') = {
0

Step 1:

if ¢; and c; are connected by a lightpath
in WDM layer or c; and c; are connected
to the same WXC,

otherwise.
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Fig. 3: Tllustrations of the Algorithm.

1 create a graph G(V,E),V < 0, E<+ 0

2 create two vertex sets S and D, S < 0, D < 0
3 Forc¢ €C

4 If A(C-L) >b

5 create a new vertex v;, V =V Uw;
6 If ¢; is located at s

7 S=SUwv;

8 ElseIf ¢; is located at d

9 D =DUuw;,

10 EndIf

11 EndIf

12 EndFor

13 For all (v;,v;) pairs (vs,v; € Vyi # j)
14 If I(Ci,C]'):l

15 create a new edge e;; between v; and v; with weight 1
16 E=FU €ij

17 EndIf

18 EndFor

19 create a path set P, P < ()

20 For all (s;,d;) pair (s; € S, dj € D)

21 compute shortest path from s; to d; on G, denoted as p;;
22 P=PU Pij

23 EndFor

24 IfP#0

25 Pmin = the path with minimum weight € P
26 For vertex v; € Pmin

27 put the service into c;

28 EndFor

29 Else

30 go to Substep 2.1

31 EndIf

Substep 2.1:

v.

7

1 compute the shortest path from s to d in WDM layer, denoted as p
2 create a graph G(V, E), V < 0, E + 0

3 create three vertex sets S, D and V,, S+ 0, D+ 0, Vp, < 0
4 For eachnode n € p

5 For ¢; located at n

6 If A(Ci) >b

7 create a new vertex v;, V =V U v;

8 Ifn=s

9 S=SUv;

10 EndIf

11 Ifn=d

12 D=DUv;

13 EndIf

14 EndIf

15 EndFor
16 Ifn=s

17 create a new vertex vn, S = SUvn, Vi = Vi, U,

18 Elselfn=d

19 create a new vertex vn, D = DUv,, Vi, =V, Uvy,

20 Else

21 create two new vertices vp, and v,,/, Vi, = Vi, Uvy U v,
22 EndIf

23 EndFor

24 For all (vi,v;) pairs (vs,v; € V,i # j)
25 If v; ¢Vn and vj ¢Vn

26 If I(Ci,cj'):l

27 create a new edge e;; between v; and v; with weight 0
28 EndIf

29 ElseIf (v; € Vp and v; & Vi) or (v; € Vi and vj € Vi)
30 If v; and v; are located on the same node in the network
31 create a new edge e;; between v; and v; with weight 1
32 E=FU €ij

33 EndIf

34 Else

35 If v; and v; are located on the same node or nodes at which
and v; are located are connected by a lightpath in WDM layer

36 create a new edge e;; between v; and v; with weight 2
37 E=FU €ij

38 EndIf

39 EndIf

40 EndFor

Substep 2.2:
1 create a path set P, P < 0
2 For all (s;,d;) pair (s; € S, dj € D) in G created in Substep 2.1

3 compute shortest path from s; to d; on G, denoted as p;;
4 P=PUp;;

5 EndFor

6 IEP#0)

7 Pmin = the path with minimum weight € P
8 For verteX v; € Pmin

9 Ifv; €Vy

10 add a new OTU line card ¢;

11 EndIf

12 put the service into c;

13 EndFor

14 Else

15 return “service cannot be allocated”

16 EndIf

III. SIMULATION RESULTS

The equipment provisioning algorithm framework described

in Section II-B is tested using a WDM/OTN planning tool [8].
Two network topologies are used in the experiments: network
1 is the American network backbone with 24 nodes and 43
links (Fig. 4a); network 2 is the Chinese network backbone
with 54 nodes and 103 links (Fig. 4b). The service traffic used
in the two experiments consists of point-to-point bidirectional
services that are uniformly distributed among the network
nodes. Five sets of traffic demands are randomly generated
for each test case and their average OTN equipment cost is



(b) Network 2: a Chinese network backbone example

Fig. 4: Network topologies used in the experiments.

Rate (Gb) | 2.5 10 | 40
Cost Ratio 1 2.5 6

TABLE I: Cost model of OTU line cards

computed for comparison. The cost model for the OTU line
cards is shown in Table I. The experiments are run on a
workstation with Intel Core 2 Q8300 (2.5 GHz) processor,
4GB memory, running Microsoft Windows 7 as the operating
system.

Two experiments are considered. Experiment I tests the
effect of Maximum Line Rate (MLR) — i.e., the largest line
rate of the available OTU line cards — on the total equipment
cost of the planned network. Experiment II tests the trade-
off when choosing different values of the bandwidth threshold
(THR).

A. Experiment |

This experiment assumes that all required services can be
wrapped into OTU1 frames, so OTU1 suffices in the network.
Results obtained on both network 1 and network 2 are shown
in Fig. 5. MLR can be set to be either OTU1 or OTU2. It
can be seen that in all cases a higher MLR results in higher
equipment costs. Although using line cards with higher MLR
lower cost of line cards used for transmission, as suggested
by cost model in Table I, due to technology limitation of the
line cards, aggregation and disaggregation of OTU1 services
require extra OTU line cards and WXCs, which increases
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Fig. 5: Results of Experiment I

the total cost. It can also be seen that in the larger network
(network 2) the cost difference is more noticeable, as the
relatively low density of services in this network (compared
to network 1) makes OTU line cards with high line rate less
attractive.

B. Experiment II

As already discussed in Section II-B, Step 1 of the proposed
algorithm is time consuming and optional. Since each service
request is considered individually, the network designer can
decide which service is subject to Step 1. In this experiment,
THR (the bandwidth threshold) is set to determine which
group of services is subject to Step 1, with the following
rationale. If the OTU wrapper corresponding to the service
is below the threshold, Step 1 will not be used. For example,
by setting THR to be OTUL, services that can be wrapped
into ANY (Fig. 1) are not subject to Step 1. Services in
this experiment consist of 50% ANY and 50% OTU]1. Three
thresholds are applied: ANY, OTU1, and OTU2.

Results for both networks are shown in Figs. 6 and 7,
respectively. While running Step 1 gives a cost advantage,
considerably longer running time is needed — a clear tradeoff
between running time and total equipment cost is visible in
the plots. For example, in network 1, when 1000 services need
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Fig. 6: Results of Experiment II on Network 1

to be carried, the equipment cost when using threshold ANY
is 21% lower than the cost when using threshold OTU2, while
the running time of the former is about 70 times longer than
the running time of the latter. Setting a lower threshold —
hence using Step 1 more often — yields lower cost solutions.

IV. SUMMARY

In this paper, the authors presented a 2-step algorithm
framework for designing optical transport networks (OTNs),
which provisions OTN equipment required to carry a given
set of tributary services. The framework is designed to work
with a general set of OTN equipment, and can be customized
to account for vendor specific equipment functionalities and
constraints. Another key feature of the proposed framework
is the possibility for the network designer to trigger the
optional step (Step 1) in the framework on a service by service
basis, thus trading algorithm running time for equipment cost
optimality. Experimental results for a small (24 nodes) and
medium (54 nodes) size network are reported to numerically
quantify the anticipated tradeoff between running time and
total cost of the required OTN equipment.

While the extension of the 2-step algorithm framework to
account for services that require protection switching mecha-
nism constitutes an unresolved challenge at this time, this work
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Fig. 7: Results of Experiment II on Network 2

appears to offer a promising direction in obtaining a common
framework for cost evaluation and comparison of OTN based
solutions across multiple vendor equipment platforms.
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