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1 Introduction

Multihypothesis motion pictures as proposed in document VCEG-L24 utilize a linear combination of two motion-compensated blocks. The block size for both hypotheses is determined by one macroblock mode, i.e. by one block size data element. A reference frame parameter on the block level allows an efficient selection of hypothesis pairs. In this document, we employ the approach of signaling two sets of block size data, that is one for each hypothesis, as specified in the test model TML-6 (VCEG-L45) for bi-directional prediction. We linearly combine two macrohypotheses, each specified by one block size data element, one reference frame parameter, and one motion vector data set. In contrast to bi-directional prediction, each macrohypothesis is chosen from temporally previous pictures.
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Figure 1: Multihypothesis motion pictures: Two macrohypotheses of temporally previous pictures are utilized to predict the current MH picture. Each macrohypothesis is specified by one block size data element and one reference frame parameter.
The Eibsee meeting report (VCEG-L46d1) documents the remark that simply including a picture reference parameter at the motion compensation block level rather than at the macroblock level might give a performance benefit without using multihypothesis prediction. Experiments in Appendix B investigate a picture reference parameter at the block level without using multihypothesis prediction. 
2 Multihypothesis Motion Pictures

The investigated multihypothesis pictures extend the P pictures in TML-6 (VCEG-L45). MH pictures as well as P pictures use temporally previous pictures for prediction. Multihypothesis prediction is enabled by one additional P picture macroblock type (MH type). When the macroblock type indicates the MH type, two macrohypotheses are signaled to the decoder. Each macrohypothesis is specified by one reference frame parameter, one macrohypothesis mode, and the associated motion vector data.
2.1 Reference Frame Parameter

We adopt the design of the reference frame parameter as specified in TML-6 and allow only one picture reference per macrohypothesis. This reduces encoder complexity as just one reference parameter has to be determined for each macrohypothesis.
2.2 Macrohypothesis Modes
We utilized the block size data element as specified in TML-6 for bi-directional prediction to signal at most 7 different macrohypothesis modes. 
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Figure 2: Macrohypothesis modes for the multihypothesis macroblock mode.






	
	

	
	

	
	

	
	




3 Syntax
When the inter macroblock type indicates a MH macroblock, two macrohypotheses are specified. The structure of the multihypothesis mode is shown in Figure 3. Each macrohypothesis is specified by the fields Ref_frame, Blk_size, and MVD. Just 2 macrohypotheses are signaled.
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Figure 4: Structure of the multihypothesis mode. Just 2 macrohypotheses are signaled.
3.1 Additional Multihypothesis Macroblock Type
The additional multihypothesis macroblock type uses the code number of the universal VLC as specified in Table 2.
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Table 2: Macroblock types for the multihypothesis pictures
3.2 Reference Frame Parameter

Each macrohypothesis utilizes just one reference frame parameter. Table A.2/H.26L in the TML-6 document is employed to reference temporally previous pictures.
3.3 Block Size Data Element

The block size data element as specified in Table A.3/H.26L for bi-directional prediction is utilized to specifiy the macrohypotheses on temporally previous pictures.
3.4 Motion Vector Data

If so indicated by Blk_size, the motion vector data is signaled as specified in TML-6. For each block of a macrohypothesis a prediction is formed for the horizontal and vertical components of the motion vector.
4 Encoder
For the MH mode, the encoder has to determine 2 reference frame parameters and 2 macrohypotheses modes with the associated motion vector data for each macroblock. The encoder applies rate-constrained multihypothesis motion estimation. 
4.1 Rate-Constrained Multihypothesis Motion Estimation
Rate-constrained multihypothesis motion estimation is performed by an iterative algorithm. The solution for the one-macrohypothesis block is used for initialization. This solution is already provided by the TML encoder when selecting one of the 7 inter macroblock modes (16x16, ..., 4x4). The algorithm works as follows:
1. One macrohypothesis is fixed and both reference frame parameter and macrohypothesis mode estimation with motion search is applied to the complementary macrohypothesis such that the multihypothesis rate-distortion costs are minimized.
2. The complementary macrohypothesis is fixed and the first macrohypothesis is optimized.

The two steps are repeated until convergence. Usually, the algorithm converges very fast after 1-2 iterations.
For the conditional macrohypothesis mode estimation an integer-pel accurate estimate is refined to half-pel and quarter-pel accuracy (similar to the TML function motion_search).
4.2 Rate-Constrained Estimation and Mode Decision
For estimating the reference frame parameter, the macrohypothesis mode, and the associated motion vectors, the TML cost function with the Lagrange multiplier 
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is used. The value QUANTH.263 is specified in TML-6 document.
The sum of the SAD of the reconstructed luminance macroblock and the weighted total bit-rate of the macroblock is used to decide between the MH mode and the already specified inter prediction modes.
4.3 Prediction of Vector Components
The median prediction as specified in TML-6 is also used for each macrohypothesis. When selecting the MH mode, we utilize the motion vector data of the second macrohypothesis for the prediction. We also use the motion vector data independent of the reference frame parameter.
4.4 Computational Complexity
The computational complexity of a two-macrohypothesis block is just 2-4 times the complexity of a standard inter macroblock as the iterative algorithm is initialized with the best of the 7 inter macroblock modes (16x16, ..., 4x4). But this complexity can be further reduced by efficient search strategies.
5 Decoder
For decoding the multihypothesis macroblock, the decoder has to add two macrohypotheses. The decoder determines the final prediction signal by an integer division of 2. No additional memory is required. Currently, there is no deblocking filter applied to the multihypothesis macroblocks. The block size data of the two macrohypotheses are usually not identical. This reduces blocking artifacts.



	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


6 Experimental Results
The implementation of the multihypothesis pictures is based on the software TML4.3 (tml4_r2.zip). The software TML4.3 is also used to generate the anchor data with best compression effort. The simulations are performed with all specified block sizes and 5 reference frames. The search range for the motion estimation is [–12,…,12]x[-12,…,12]. The sequences are encoded with fixed quantizer for all macroblocks. 

For each test sequence specified in the recommended simulation conditions for H.26L (VCEG-L38) one rate-distortion plot is given in Appendix A. The rate-distortion plots contain the following curves:
· Anchor TML4.3: The anchor with TML4.3 software.

· TML4.3 + MHP: The investigated extension of the TML P pictures.
· Anchor TML5.91: The anchor with TML5.91 for information purpose. (Web download)
Bit-rate savings up to 13% over the TML4.3 anchor are observed for the sequence Mobile, up to 9% for the sequence Tempete, up to 8 % for the sequence Container, and up to 5% for the sequence Foreman. Overall, the compression efficiency improves for increasing bit-rate. Similar bit-rate savings are expected when implementing multihypothesis pictures into the current test model.
· 
· 
· 
· 
7 Conclusions
The investigated multihypothesis pictures extend the H.26L P pictures and achieve additional compression efficiency. For the test sequences, up to 13% bit-rate savings are measured at QP=16. MH pictures utilize temporally previous pictures and cause therefore no extra coding delay. Decoded MH pictures are also used for reference to predict future MH pictures. In addition, multiple reference frames allow efficient macrohypothesis pairs. By using just one reference frame parameter per macrohypothesis, we reduce the complexity of the encoder and increased the compression efficiency for the sequence Mobile.
Appendix B investigates a design with a reference frame parameter on the block level without multihypothesis prediction. The experimental results suggest that this approach seems not to be advantageous for the TML architecture.

Appendix A: Experimental Results
[image: image7.wmf]
Figure A1: Sequence ‚Container’.
[image: image8.wmf]
Figure A2: Sequence ‘News’.

[image: image9.wmf]
Figure A3: Sequence ‘Foreman’.

[image: image10.wmf]
Figure A4: Sequence ‘Paris’.

[image: image11.wmf]
Figure A5: Sequence ‚Silent Voice’.
[image: image12.wmf]
Figure A6: Sequence ‘Mobile’.
[image: image13.wmf]
Figure A7: Sequence ‘Tempete’.
Appendix B: Picture Reference on Block Level
H.26L is currently using the reference frame parameter on a macroblock level. All sub-blocks associated with the current macroblock use the signaled reference frame parameter for motion compensation. During the discussion of document VCEG-L24 at the Eibsee Meeting, the
 remark was made that simply including a picture reference parameter at the motion compensation block level rather than at the macroblock level might give a performance benefit without using multihypothesis prediction. In the following, we report experimental results with a modified version of TML4.3 (software package tml4_r2.zip) that incorporates an individual reference frame parameter for each sub-block. For example, when selecting macroblock mode 7, 16 reference frame parameters are sent to the decoder along with the 16 motion vectors. Prediction of the reference frame parameter from neighboring sub-blocks was not implemented. Proposal VCEG-L24 did also not allow the prediction of the current reference fame parameter from neighboring sub-blocks.

For the experimental results, TML4.3 is compared to a modified version that allows individual picture reference parameters on the block level. In both cases 5 reference pictures are used. The test conditions as described in VCEG-L38 are applied. For comparison purpose, the coding tool TML4.3 has been used to generate the anchor. Unfortunately, I interpreted the number of frames given for each sequence as the number of frames of the original sequence. For example, 100 frames of a sequence are coded when a frame skip of 2 and 300 frames are indicated in the test conditions. For this experiments, a different version of the Foreman sequence (displays a logo on the top left with 300 original frames) is used in comparison to the TML5.91 anchor sequence.
[image: image14.wmf]
Figure B1: Sequence ‘Container’ with frame skip 2. 100 frames are coded.
[image: image15.wmf]
Figure B2: Sequence ‘News’ with frame skip 2. 100 frames are coded.
[image: image16.wmf]
Figure B3: Sequence ‘Foreman with Logo’ with frame skip 2. 100 frames are coded.
[image: image17.wmf]
Figure B4: Sequence ‚Paris’ with frame skip 1. 150 frames are coded.
[image: image18.wmf]
Figure B5: Sequence ‘Silent Voice’ with frame skip 1. 150 frames are coded.
[image: image19.wmf]
Figure B6: Sequence ‘Mobile’ with frame skip 0. 300 frames are coded.
[image: image20.wmf]
Figure B7: Sequence ‘Tempete’ with frame skip 0. 260 frames are coded.
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