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Abstract

Network coding is a new research area with potential to resstwork resources.
With network coding, intermediate nodes forward packeds éine linear combinations
of previously received packets.

The type of networks we consider are vehicle mounted mobitdidal radio
networks. Tactical communication may be required in ardlasrevpre-deployed base
stations are unavailable. Mobile ad hoc networks satisyréquirement. Due to low
antenna heights, network resources are scarce in mobil®retwithout base stations.
Broadcast traffic, which disseminates information netwwortte, is very important in
tactical mobile networks. Multipoint relay flooding is a Wwkhown technique for
efficient distribution of broadcast traffic. It is therefargeresting to evaluate how
much network coding can reduce the number of transmissioras mobile ad hoc
network. In this thesis we show that it is possible to furtrestuce the number of
transmissions for Multipoints Relay flooding by using netkvooding. However, this
improvement is largely theoretical - there has been no tetifoevaluate this approach
in practice.
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Chapter 1

Introduction

1.1 Background

The type of networks we consider are vehicle mounted tdctimdio networks.
Tactical communication may be required in areas where pptegied base stations are
unavailable. Mobile ad hoc networks (MANETS) satisfy tregjuirement. MANETS
is an important technology for military communications. METs enable a group of
nodes to form a communation network without requiring isfracture components,
such as base stations and fixed power sources[1].

Broadcasting is a common operation in a network. In a taatigitary MANET,
due to host mobility, such operations are expected to beutx@anore frequently
(such as group voice calls, status information exchangirdgrs). Therefore, efficient
support for group broadcast is critical for these networkhe use of Multipoint
Relay (MPR) flooding significantly reduces the number ofare$missions of broadcast
messages. This thesis will examine if broadcasts can beeiuirnproved via network
coding.

1.2 Problem Definition

Network coding is a new research area that may have integeafiplications in real
networks. Network coding is based upon intermediate nodebhing packets before
forwarding.Thus network coding enables better resouritization and can achieve
the max-flow (a theoretical upper bound of network resoutilezation [14]). In
this project, we will use this advantage of network codingstiady if it is possible
to improve MPR flooding by using network coding. Specificallg determine the
resulting reductions in the number of transmissions in ttevark.

1.3 Outline

This thesis starts with an overview of MANET technology inapter 2, broadcast
traffic in Chapter 3, and network coding in Chapter 4. Chapteresents the main
idea and models that will be explored in the rest of the the€bapter 6 describes
the simulations and the assumptions that were made to ingpienetwork coding for



MPR flooding. The simulation results and special cases asepted in Chapter 7.
Finally in Chapter 8, conclusions are drawn and some futuné g presented.



Chapter 2

Mobile ad hoc networks

Most wireless infrastructure based networks utilize a Isifgpp radio connection
between a node and the wired network. In such networks, ymegioce analysis can be
done in terms of this single radio link. However, this repmg are concerned with
multihop wireless networks, specifically with mobile ad hoetworks (MANETS).
Thus we need to examine the effects that occur because @& thakiple hops. In
addition, we look to see if there are advantages of multiplestthat we can exploit.

2.1 Introduction to MANETS

A MANET is a decentralized network that utilizes self orgaation of multihop
communication between potentially moving nodes (which dorecessarily move in
a coordinated fashion). Hence the set of nodes particgpatisuch a network and the
network’s topology may change over the course of time andespa

A MANET is composed of a group of nodes. All of the nodes in tkeéaork can
transmit and receive data and also relay data. Thus all revédsoth hosts and routers.
Itis the later property which enables multihop routes tiglothe MANET. In addition,
one or more nodes need to be listening for communicationevelileast one node
attempts to transmit. For the remainder of this report wé agsume that all nodes
have a single kind of radio and that all can communicate thréand only if they are
with communication range. Thus we have explicitly assunied hodes that are not
transmitting are listening [2].

Figure 2.1 shows a simple MANET of three nodesB, G where the middle node
B acts as a router allowing communication between notlasdC. Node B not only
has to forward traffic betweeA andC, but nodeB must also deal with the problems
that occur because noddsandC can not hear each other.

2.2 Ad hoc routing protocols

The technique of finding, maintaining, and utilizing muttfhpaths is called routing.
An ad hoc network of mobile nodes regires a routing protocol that ceal dvith
the changes in topology that node mobility may cause. Theorktshould be self-
organizing and the routing decisions should be made in antiedized fashion. By
adopting this self-organization and decentralized madtielnetwork can adapt to both



Figure 2.1: A simple MANET with 3 nodes, where the node B asta souter

the arrival of new nodes and the departure (including depadue to failure) of nodes.
To solve the problems that can occurdt hoc routing, a large number of routing
protocols have been proposed. Protocolsitbhoc networks are often divided into the
two groups reactive and pro-active.

A reactive routing protocol only updates a route when it isassary. An example
of a reactive routing protocol is Dynamic source routing E)SNhen a packet should
be forwarded and no route is available at the node, then als@aocess is started to
find a suitable path [11].

In contrast, a pro-active routing protocol continuouskgdrto update the routes
in the network. An example of such a pro-active routing protas Optimized Link
State Routing Protocol (OLSR), see Section 2.3. Because-agtive routing protocol
always maintains a full set of routes, when a packet shoukkhéthe route is already
known and can be used at once.

We assume that the pro-active routing is best for the type etfvorks that
we consider, since some of the services will require cootisly updated routes.
Broadcasting of status information among the nodes is ocle axample.

2.3 Optimized Link State Routing Protocol

The Optimized Link State Routing Protocol (OLSR) [8] is an®Bting protocol which
is optimized for mobileud hoc networks, but can also be used on other wirelets
hoc networks. OLSR makes use of "Hello" messages to find its openlegghbors.
It finds its two hop neighbors through its neighbors’ resgsns The sender can
then select its multipoint relays (MPR) (see section 3.2Zelaon the first hop node
which offers the best routes to the second hop nodes. Eacdh maslalso an MPR
selector set which enumerates nodes that have selecteant™MBR node. OLSR uses
Topology Control (TC) messages along with MPR forwardindisseminate neighbor
information throughout the network.



2.4 Different types of traffic

There are several different ways of addressing and tratisgnia message over a
network. One way in which messages are differentiated ioin they are addressed,
more specifically to how many receivers the message is agktfedVhich method is

used depends on what the function of the message is, andralsbeather or not the

sender knows specifically whom they are trying to contacrdy generally knows

whom the message is intended for.

« Broadcastis used when a single node wishes to transmitting a messaaje to
other nodes which are connected to the network. The goaatsathen a node
transmits a 'broadcast’ packet that all the other nodesam#twork will receive
that packet.

« Unicastis used when packets to be sent from one sender to one receiver

* Multicast is a very different from both unicast and broadcast. A magic
transmission is a type of transmission in which informati®sent to a set of
receivers. Note that there might not be any receiver thatn®aotly interested in
receiving this multicast. Additionally, it should be notiisét more than one node
can be sending a packet to a given multicast address at anyipdime. Thus
a multicast destination address can be viewed as a logistihd&on of zero or
more recipients.

2.5 Medium Access Control

Medium Access Control (MAC) is a sublayer of the data linkdagpecified in the
seven-layer ISO model. It provides addressing and chaweaeka control mechanisms
that make it possible for several interfaces to communiwétén a multipoint network,
typically a local area network (LAN) or metropolitan aredavark (MAN). In the case
of a shared channel, the MAC layer emulates a full-duplexcllgcommunication
channel in a multipoint network. This channel may providécast, multicast, or
broadcast communication service [9].

When more than one radio must share the same channel resdbecédstime,
frequency, code, ... ), we need a medium access protocoliageahe transmissions in
order to avoid collisions and to efficiently utilize the dahie bandwidth. In this thesis
project, we will assume that our systems use time divisioftipie access (TDMA)
communication.

TDMA is a collision-free MAC protocol where the channel sharis done in the
time domain. This means that the time is divided into timasskind each node is
assigned one or more time slots when it is allowed to use thera [10].



Chapter 3

Broadcast traffic

Broadcast traffic is often used to disseminate informatioraft nodes. Another
important use of broadcast is to find unicast routes in ad hetwarks. Because
all nodes will be required to recieve or to retransmit, heatlenodes will have
resources consumed, thus broadcast efficiency is very tamtoDue to the potentially
dynamic nature of ad hoc networks, Multipoint Relay aldoris (see section 3.2) are
much more robust and effective, i.e., fewer messages atéreelgas they have less
maintenance overhead.

3.1 Multipoint Relays

In MANETS, packets can be forwarded on the same interfadatthaived on. Instead
of pure flooding where all nodes retransmit all packets, Mthtipoint Relays (MPR)
packets are forwarded only by the node’'s MPRs in order toaedhe number of
transmissions that are needed to successfully deliver dlokes[4]. A MPR set is
a subset of a node’s one-hop neighbors, such that togeibesutbset are able to reach
all the two-hop neighbors [6],[8]. In order to calculate MERset, the node must have
link state information about all one-hop and two-hop neaisb

Let N;(u) denote the set of one-hop neighborsuofand N, (u) denote the set of
2nd-hop neighbors af.

1. Start with an empty MPR st/ PR(u).

2. Select those one-hop neighbor node¥irtu) as multipoint relays which are the
only neighbor of some node iN,(u), then add these one-hop neighbor nodes to
the multipoint relay sel/ PR(u).

3. While there still exist some nodes iN>(u) which are not covered by the
multipoint relay set\/ PR(u):

* For each node itV; (u) notin M P R(u) compute the number of the nodes
that it covers among the uncovered nodes in thé\sét).

 Add that node ofV; (u) in M PR(u) for which this number is maximum.

In this work, we add the following modification to step 3: letie are more than one
first hop neighbors covering the same number of second neighladd the one with



more neighbors (regardless of whether they are already\msax or not). The reason
for this modification is that it increases the probabilitattiseveral nodes choose the
same node as a MPR.

3.2 Multipoint relay flooding

Multipoint relay flooding is a broadcast mechanism usedéretth hoc routing protocol
OLSR. The principle is that each node has computed a muttipelay set, and only
these selected neighbors, will retransmit a packet braieddy the node. Obviously,
the smaller this set is, the more efficient the mechanismhwil(i.e., the greater the
optimization).

Qy 9

i

MPR node

(a) Traditional Flooding (b) MPR Flooding

Figure 3.1: Traditional Flooding (a) and MPR Flooding (b)

Figure 3.1 shows both a traditional flooding algorithm and MPR flooding
algorithm. Here we see that there is a reduction in the nurab&ansmissions by
using MPR flooding [7].

1. Using the traditional flooding:

» A source node: broadcasts messagé.

» Each nodev that receives the message forwamds unless it has been
previously forwarded.

2. Using MPRs for flooding leads to scoped flooding. In thisecas

» A source node; broadcasts its messagé.
» Each node that receives\/ re-broadcasts it only if:

(a) v is a multipoint relay of the previous hop of the message;
(b) the message was not previously recieved by



Chapter 4

Network Coding

The main idea underlying network coding is that instead ofpdy forwarding data
packets, the intermediate nodes form linear combinatidrieeopreviously received
packets to recombine into new packets that will be forwai@gdin this chapter, we
will introduce what network coding does and how it operatgstoidying an example
in the following sections.

4.1 Linear Network Coding

In our example network, each node combines a number of in@paata packets and
create one or more outgoing packets by using network coding.

Figure 4.1: Linear network coding at a relay node

This example (shown in Figure 4.1) gives a more formal intcdin to linear
network coding:

e My, M,,...,M;,...M,, are incoming decoded data packets that have arrived at
nodeN.



s ¢ =gl,d},....9],...9}, are the corresponding local encoding coefficients used
by nodeNV.

Y} is a linear combination of the recieved data packets thatbeitransmitted
by nodeN. [4]:

M,
My

Yi=( & - g - g M =Yg/ M; (41

This summation is performed using a unaoy-.

The following example show us the difference between thditicanal method for
simply forwarding packets and network coding.

Traditional method Network coding

s

M1+Mz\\\

O,

Figure 4.2: Traditional method (a) and versus network apdiir)

« Figure 4.2 (a): Assume that we wish to multicast two pacKkédisand M to
both nodeZ’ and nodeF' from the source sourcg, andSs. As the figure shows,
between nod€ and nodeD, either two channels or two transmissions times
are needed (here we assume that the two channels could bememted by
frequency division multiplexing or code division multigiag: where as the use
of two time slots uses time division multiplexing). Additially we are able to
sendM; from nodeA to nodeF and M from nodeB to nodeF’ [5].

« Figure 4.2 (b): If we do the same transmission using networding. NodeC
receives andors the two packetd/,; xor Mo, then sends the result to node
Node 4 forwards the encoded packets to nadend nodel’. Node E' receives
the combined result from node and the original\/; from nodeA . Therefore it
is able to decoded the packef,. Similarly nodeF’ receives the combined result
from nodeD and the original/; from nodeB and can decode packéf;. Due



to the synchronization of all the links each of the 7 chaneetsls only a single
packet during each time interval - in order to transmit thessage once [5].

* NodeC performs a simpléinear coding of the packets it received [5].

4.2 Encoding

Encoding can also be performed recursively on previouslyoded packets. We
assume that a node has received and stored a set of encodepadkets g, Y1),
(g%, Ys) ... (g™, Y,). LetG = (g',¢° ...,g™) be a matrix where rowj is the
coefficientsg’ corresponding to the packet suf), Y = (Y1,Ys,...,Y;, ..., Y;,) ™!
be a vector wher#; is the packet sum at node This node will create a new encoded
packet(¢’, Y”') by choosing a set of coefficients= (hy, ho, ...h,,) and computing a
new linear functiot”” = >-""_, h;-Y;. Note that the set of coefficiengéis not simply
equal toh, since the coefficients are with respect to the original ptsd(y, Ms, ...M,,,

g =" hi-gl [4].

4.3 Decoding

If a node has received the ggt, Y'), then the node needs to solve the equation system
foreachy: Y; = Y7, ¢/-M; in order to retrieve the original packets [4]. The decoding
is based on solving a set of linear equations and since laegagndencies may occur
Gaussian elimination is used to remove these from the mataxhieve full rank. The
node recovers the source packigts= (M, M, ..., M,,), by computingd/ = G—1.Y

[4].

Ys=M:i+ M:

Y:=Mi+M:+ M: 7

[110],Ys

[111],Y:

[101], Y

Y1=Mi: + M:

Figure 4.3: Example of decoding

Figure 4.3 shows an example of decoding. Node 1 receivedrdatats neighbors,
node 2, 3, and 4 (these are messages M1, M2, and M3):

G-M=Y (4.2)

10



—_ = O

1 1 M 1 Yl
1 M= (4.3)
1 0 Ms Ys

In this example5 is the matrix with ones and zerod{ is the set of source messages
My, My, andM3, andY is the set of output¥;, Ys, andYs. IF this system of equations
are linear independent (hence the inverse of the matrix®xiand the number of
unknown messages and the number of equations are equahé®ystem of equations
can be solved by = G~1 - Y.

11 1\ M,
11 0|(v]=|Mm (4.4)
01 1) \v; M

4.4 Advantages and disadvantages

1. Advantages

Network coding enables better resource utilization byvalg a network node
to encode its received data before forwarding it [13].

2. Disadvantages

» The major problem with network coding is that the loss of @aeket
could affect many other packets and renders some informaseless at
the receiver. In network coding, one packet loss in the netwesults
in several packet losses for the receivers. In fact, the aant of
packets leads to an increase in shared fate, thus significaducing the
reliability of packet delivery (as the probability of a sessful transmission
is dependent upon their being no errors on any of the links).

* When network coding is used, the delay will be increasedhesetis an
increased need for buffering, and more calculations angired|to do than
simply forwarding packets.

11



Chapter 5

Local network coding
iImprovement for MPR flooding

5.1 Mainidea

This thesis project focus on determining if we can signifiyareduce the number of
transmissions in MPR flooding by allowing the MPR nodes tonetevork coding.

We take advantage of the fact that in MPR flooding each MPR hadénformation
about the links between its neighbors, which means that a k&t knows exactly
which of its neighbors that recieve the same packets asetuedtself. By using this
stored information, the node can use network coding to éurthduce the number of
transmissions needed to forward packets to its neighbors.

5.2 Transmission reduction

For MPR flooding without network coding, dt; be the number of packets that nade
transmits during a time interval. Of theseA\; packets]'; packets originates from the
node; itself, while the rest are retransmited. L&t be the number of known packets
from nodel that node; must retransmit to its neighbors.

Ai=> Ai+T; (5.1
LiFi

If node i is not selected as an MPR node, then= T";. For simplicity, in the rest
of the report we assume that all nodes transmit one packbktasasource nodes. This
means thaf’; = 1 for all nodesi.

Assume that MPR nodeuses network coding to encode packets into an equation
system, so that all its neighbors can decode the receiveatiogusystem. Of thé;
packets that are encoded, some of the packets are already kiydhe neighbors, and
some packets are unknown. lL&tbe the maximum number of unknown packets at any
of nodei’s neighbors. We assume that it is always possible to endwla,tpackets
into U; packet sums so that all neighbors can solve the recievedieqsgstem. With
network coding, the number of transmissions from nodenow reduced from\ to
U;. In order to calculaté/; we need to know the number of known packets at each
neighbor.

12



Therefor, letX;(l) be the number of known packets at a neightiornode:.

Xi)=MAi+ Y Api- A (5.2)

meN (i),m##l
In this function we have that:
1. N is the number of neighbors of node

2. Ais connection matrix for the networkd,,,;, = 1 when there is a link between
nodem andl, which means that nodeand noden are neighbors.

3. Ani - Ay is the number of packets sums which both nbdad the MPR node
i received from noden when noden trasmitted a packet to node

4. Summing over all neighbors of notleexpressior _,, < x ;) .z Ami + Anu give
the number of packets which both nodand the MPR node receive from all
the neighbors of nodewhen they transmit their packets to nade

Now we can expres#;, the maximum number of unknown packets at néde
neighbors as:
Us = Ni — mingen ey Xi(1) (5.3)

Let R be the relative traffic reduction with network coding for tietwork. Without
noetwork coding, MPR flooding generafgg. , A; transmissions in the network. With
network coding, each nodewill save A; — U; transmissions. Thus we can expréss
as:

R Zim A= Ui _ XL mimen (Xi(h)

n n (5'4)
Zi:l A; 27‘,:1 A

5.3 Example

Consider the number of transmissions in MPR flooding when the MIR nodes
shown in figure 5.1 use network coding.

* Nodes {, m, n) have selected nodes theirs MPR node, nodeeceives packets
from all of these nodes and re-broadcast a computed packstneighbors if
they have not received packets from their own neighborsiqusty.

« the links with arrows, such ds— i, means that nod&is one of the MPR nodes
of nodek.

« the link without arrows, means that the two nodes are not MBé&es to each
other, however they are neighbors.

e M;, My, M;, M,,, M,, are the packets from nodésk, [, m, n.

In this example, nodéreceived one pacet from nodeand it has one packet from itself
before it send packet to nodenoden received one from nodeand it has one packet
from itself; nodem and nodek received only one packet from themselves. In order
to that all the MPR nodes to nodecould decode all the packets they have received,
when the nodé receives all the packets from noded, m, n, it will re-combine and

13
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. - Mm
Mn

m
Figure 5.1: Transmissions in MPR flooding when the MPR nodesnetwork coding

re-broadcast all packets (include the packet from ndde it's MPR node (here node
i's MPR are nodes, [, m, n).

By studying the example above, when network coding is usédenough for node
i to transmit packet sums\;, M,,, + M;, My + M,,, M,,) so that the other nodes can
decode all the packet§/{ = 4, see the calculations blow). We see that there are four
re-transmissions at nodeby using network coding. Without using network coding
there would be one more re-transmission.

e Ay = 1,A,; =i, Ak, = 1,A,,; = 1 We assume thathas one own packet to
transmitt:I"; = 1.

* AZ = Zlek,l,m,n Ali +Ii=5

o U= N —mingenp Xi(l) =5—-1=4

o R= Mgl 524 ogy,

14



Chapter 6

Simulations

6.1

The Simulator

A Matlab based simulator is used to evaluate the reductiondssages for a number
of different network topologies and with a number of diffetréotal numbers of nodes.
The simulator is divided into functions . The functions f@ngrating a network were
developed by Jacob Lofvenberg (a resercher in FOI). The @tinetions were written
by myself, specially: a function for selection of MPR nodasfunction for MPR
flooding, and a function for calculating known packets.

6.2

Assumptions for the simulations

Earlier we stated some of our assumptions. In order to sfyripié simulation, network
coding will be the single factor which we consider. Therefeve have made the
following assumptions during our simulations:

1.

6.3

We create a random network using nodes distributed in adtmensions. We
study the propagation of traffic streams through this ndtw&ach node in the
network broadcasts a data packet.

. In order to simplify the simulation, we assume that allnioeles in the network

are perfectly synchronized and that our system nodeseautliigtributed TDMA
for their communication.

. We also assume all nodes in the network can decode all toening packets

from its previous neighbors’ transmissions.

. We assume that there are not bit errors over the link, htdreze is no packet

loss and there are no error packets transmited.

. Finally, we assume that MPR nodes always have correctuament knowledge

about their neighbors’s neighbors based upon '"HELLO’ mgssa

Simulation setup

. Create a random network in two dimensions. We simulaterdslof networks

with two forms, 5 rectangle (10*1) networks with 10, 20, 40 @hd 160 nodes,

15



and 5 square (10*10) networks respectly. We chose these kihdetworks,

because we estimated that there might be between 10 to 200lesein a

network. We simulated 5000 networks for each combinatiosizé and form
of network. After creating the networks, we compute the aneativity matrix.

This matrix contain information on the one-hop neighborsfeery nodes in the
network.

. Then we use the MPR selection algorithm in section 3.1 tapude a MPR
matrix. This matrix is a subset of the one-hop neighbors (MPR nodes)
which are able to reach all the two-hop neighbors, and thé2R kbdes forward
packets to the two-hop neighbors.

. Finally, we calculate the total numbers of transmissimnsall MPR nodes by
using MPR flooding technique in section 3.2. We then estinta¢ereduced
traffic ratio by function in equation 5.4.

16



Chapter 7

Results

7.1 Graphic results

In figures 7.1 to 7.10, dark blue lines represent the avenadfictreduction. Cyan
stars represent the traffic reductid®l for the networks where only one of the nodes in
the network has been selected as MPR. Magenta squaresamripiies networks with
two MPR nodes. Red cross are for the networks with 3 MPR ndBlesk circles are
for networks with four MPR nodes. Green dots present netsvarikh more than four
MPR nodes. Black diamonds represent networks without MRIR&10

7.2 Compare the simulation results

Generally, the largest average traffic reductiBhin these simulations, is between 25%
and 30% when a network has only one MPR node, and the averageenof neighbors
is approximately 70% of the total number of nodes. The warstage traffic reduction
is 0% when a network is full connected.

In small networks with 10 nodes (shown in Figure 7.1 and FEguR), we see that
the average traffic reductioR is scattered, but we can see the tendency is that average
value of R decreases from around 25% (for rectangle networks) and Zosduare
networks) when the average number of neighbors increasgisléspecially true when
the networks consist of full connected nodes, whereRhsg zero. In next section we
will discuss this behavior. In Figure 7.7, Figure 7.9, andufé 7.10, the blue curves
are still connected even when the groups of cyan stars aallytseparate from the
others, because the blue lines are the average valuesfaf teafuction?, and there
are both higheR and lowerR in the same interval. However, in these cases there many
be zero or few situations near the average.

However, when we increase the number of nodes to 20 nodebd@as $n Figure
7.3 and Figure 7.4)R decreases to around 10% for rectangle networks and 12% for
square networks until the average number of neighborsaseseto around 12 nodes,
efter that, there is only one MPR node in each network, anddides in networks are
almost fully connected, hende increases and then decreases.

Figure 7.5 and Figure 7.6 show the results for networks witmddes. It can be
seen clearly that the group of networks with only one MPR rmetgn to separate from
the other networks. These networks always have a higheageeraffic reduction with
a higher average number of neighbors. As the average nurhbeirghbors decreases,
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Rectangle networks with 10 nodes
0.35 T T T T

025} - ¢
02 - 4¢

0.15f

Traffic Reduction R

0.1p

0.05f

0 I I I I I I
2 3 4 5 6 7 8

Average number of neighbors

OH>—=

Figure 7.1: traffic reduction, network coding be used in damegle network with 10
nodes

Square networks with 10 nodes
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Figure 7.2: traffic reduction, network coding be used in aasguetwork with 10 nodes
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Rectangle networks with 20 nodes
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Figure 7.3: traffic reduction, network coding be used in daegle network with 20
nodes

Square networks with 20 nodes
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Figure 7.4: traffic reduction, network coding be used in asgumetwork with 20 nodes
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Rectangle networks with 40 nodes
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Figure 7.5: traffic reduction, network coding be used in damegle network with 40
nodes

Square networks with 40 nodes
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Figure 7.6: traffic reduction, network coding be used in asgmetwork with 40 nodes
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Rectangle networks with 80 nodes
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Figure 7.7: traffic reduction, network coding be used in daegle network with 80
nodes

Square networks with 80 nodes
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Figure 7.8: traffic reduction, network coding be used in asgmetwork with 80 nodes
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Rectangle networks with 160 nodes
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Figure 7.9: traffic reduction, network coding be used in daegle network with 160
nodes

Square networks with 160 nodes
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Figure 7.10: traffic reduction, network coding be used in @asg network with 160
nodes
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the number of MPR nodes increases, and the estimated valine @lverageR are
better than in most of our simulations. Note that in Figu@& there is a 'hump’ when
the average number of neighbors is between 20 and 80. Séanse&.3.

7.3 Comments

1. For a fully connected network, the traffic reduction wi# hero, because all
nodes can reach each other directly, hence there are no M&d# .nall packets
will only be trasmitted once. In the figures, if there araodes in a network and

the average number of neighborsiis- 1, there is always a black diamond on
the horizontal axis.

. For a network with only one MPR node, the nodes in this ngtvaoe almost
fully connected. The group of networks with one MPR node ialtp separated

from the others, especially for networks with 160 nodes Klretctangle and
square forms), see Figure 7.9 and Figure 7.10.

« If there is only one MPR node which connects two group of sof$ee
figure 7.11), then because the MPR node chooses the minimadatuof
known packet sums as the number of encoding equations (eshiEsin
section 5.2). If there are the same number of nodes in eacipgttus leads

to the best result for this type of network. The number of miginumber
of known packet sums is equal.

n—1

nl —1
-2 ~lim =025 7.1
n+(n—1) nsoo dn — 2 (7.1)

In Figure 7.11, the traffic reduction will bgj—s = 0.2352.

o f
b Q_ -’:;"I .fjl I."-
P T e/ 4
\\ /) . \

A . |-
| ]

®

!
h

Figure 7.11: 'Bottleneck’ distributed nodes in networkhwvitne MPR node

When there is only one node on one side, and many nodes on tee oth
side, then the value oR will be very low, because the minimum number
of known packet sum is one and the total number of transnmssghigh.

We can see this in the figures for networks with 40, 80, and béles.

» The example above shows two groups connected by one MPR Hade
move the two groups until they merge into one, there arewsitbnnected
nodes. Figure 7.12 shows an extreme example of a networkowéMPR
node. Except for the MPR nodethere is only one unconnected node for
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each node. The minimum number of known packet sums for ttghbers
of i isn — 2, and the total transmission packet sumsif@rn + (n — 1).
n—2 1-1%

:2n—1znlir1302_%:0.5 (7.2)

This kind of network will give the best result d®, however the probability
of having such a network randomly is very low.

e ® o
o | &
@

a

. L
& - 8
o ./ =
¢ @

¢ o, ©

b

Figure 7.12: Example network which gives best result on 'G’

3. In our simulations, networks with two MPR nodes give paoaffic reductionR,
because the minimum number of known packet sums for neigldi@ach MPR
node are low. This is especially true in a network with manglasy because the
total transmission packet sum is high. Results can be searlyin Figure 7.7,
Figure 7.8, Figure 7.9, and Figure 7.10. This type of netvaiways happened
when the average number of neighbors is between 60% and 7@abfiumber
of nodes. For a small network, the total packet sum is lowcaénis variable,
but it could be higher.

As the average number of neighbors decreases, the numbelP&f hMdes
increases, and traffic reductidn increases. However, in Figure 7.9, there is
a 'hump’ when the average number of neighbors is between @d®8an This
phenomenon depends on how the MPR nodes are distributed irettvorks.

4. For a network with all nodes lined up like a chain, see Fegul3. The total
number of MPR nodes is — 2, the total transmission packet surmvist (n —
1)(n — 2), and the total minimum number of known packet sum3(is+ 2 +

..+ (% —1)). Using equation 5.4, the value of traffic reduction is:
For even n:
_ 2041+ +(GE-1) . G-D3

- 0.25 7.3
nE—Dm—2F1 mZ_ania 02 nooe (73)
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For odd n:

n=-1 _ n—1 n=1_ 1\n=1 _ n—1
po 2041+ 45 -+ (5 Dt 45 025, 700
n+(n—1)(n—-2)+1 n?—2n+2
(7.4)

The traffic
reduction for each
node are:

Nodes number:

Figure 7.13: Special network
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Chapter 8

Conclusions and future work

8.1 Conclusions

We can first conclude that network coding always has a pesii¥ect for MPR
flooding in a MANET. The results of our simulations are valghwith the traffic
reduction up to 40%, although theoretically it should be apb0% (see 7.3). The
traffic reduction depends heavily on the network topologyw tthe MPR nodes are
distributed, and how many MPR nodes there are in the network.

The nodes in a real tactical MANET move, so that the netwogolagy will
change over time. Using the MPR algorithm, the MPR nodes cantlve updated
information about one hop and two hop neighbors’ connestiand it is possible to
calculate the potential traffic reduction, thus allowingegidion to be made of whether
it is advantageous to use network coding.

In our simulations, the factors we considered are the nurobeodes, form of
networks, and range which depends on the distance betwekss.ndlowever when
network coding is used, the factors such as delay, packe¢do®nd so on, must be
considered in the network design.

8.2 Future work

1. It should be intresting to further evaluate how differesttangle proportions
effect the results.

2. How does the traffic reduction compare to the additionatsi we include the
factors, such as delay, packet losses, channel errors alittbael computation
for mobile networks.
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