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Abstract

Networked control over wireless sensor and actuator systems is of growing im-
portance in many application domains. Energy and communication bandwidth are
scarce resources in such systems. Despite that feedback control might only be needed
occasionally, sensor and actuator communications are often periodic and with high
frequency in today’s implementations. In this thesis, resource-constrained wireless
networked control systems with an adaptive sampling period are considered.

Our first contribution is a system architecture for aperiodic wireless networked
control. As the underlying data transmission is performed over a shared wireless
network, we identify scheduling policies and medium access controls that allow for
an efficient implementation of sensor communication. We experimentally validate
three proposed mechanisms and show that best performance is obtained by a hybrid
scheme, combining the advantages of event- and self-triggered control as well as
the possibilities provided by contention-based and contention-free medium access
control.

In the second contribution, we propose an event-triggered PI controller for wire-
less process control systems. A novel triggering mechanism which decides the trans-
mission instants based on an estimate of the control signal is proposed. It addresses
some side-effects that have been discovered in previous PI proposals, which trigger
on the state of the process. Through simulations we demonstrate that the new PI
controller provides setpoint tracking and disturbance rejection close to a periodic
PI controller, while reducing the required network resources.

The third contribution proposes a co-design of feedback controllers and wireless
medium access. The co-design is formulated as a constrained optimization problem,
whereby the objective function is the energy consumption of the network and the
constraints are the packet loss probability and delay, which are derived from the per-
formance requirements of the control systems. The design framework is illustrated
in a numerical example.
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Chapter 1

Introduction

In the last several decades we have seen great advances in computation, communi-
cation and control. The proliferation of tiny devices capable of performing computa-
tion, communication, sensing and actuation has provided the means to create many
intelligent complex systems. These systems are expected to enable more efficient
use of the global energy, reduce CO2 emissions, enhance transportation systems
and improve industrial productivity. They place numerous challenges since they
are often to be deployed in a distributed manner, perform asynchronous decisions,
possibly be mobile, and transmit information over an unreliable packet-based net-
work. Additionally, each device is supposed to live for several years on the same
battery pack. All these issues bring new requirements and a need for new tools for
modeling, design and analysis of systems where an integration of computation, com-
munication and control is necessary. Research in networked control systems (NCSs)
has been recently providing some tools to deal with these design challenges. In this
thesis we contribute to the theory and practice for NCS design.

1.1 Motivating Examples

To motivate the methods developed in the thesis, we present two applications:
industrial process control and building automation.

1.1.1 Industrial Process Control

In industrial process control, the integration of wireless networks and control is
an enabler of a more flexible and easy to maintain system, with increased pro-
ductivity. Wire elimination in hazardous locations is also a key aspect. From an
economic point of view, adding more sensing through wireless communication and
substituting the wired links in control systems, correspond to large cost savings.
For specialized applications, the cost of wiring in an industrial plant can range
between 300 to 6000 USD per meter (Samad et al., 2007; Åkerberg et al., 2011).
Figure 1.1 depicts a hot rolling mill in the steel industry. By using a higher number
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2 Introduction

Figure 1.1: A hot rolling mill composed of a sequence of rolling stands yielding the
desired steel bar section as the bar moves through the mill. (Courtesy of ABB)

of sensors and designing a more flexible control system design, higher productiv-
ity and higher product quality can be achieved. Several wireless system solutions
have been proposed for the process industry and are commercially available, e.g.,
WirelessHART (HART Communication Foundation, 2007), ISA100 (International
Society of Automation, 2010) and SmartMesh Industrial (Dust Networks, 2011).
All these solutions combine platform-specific hardware and protocols, and use the
low-power IEEE 802.15.4 standard as the physical layer.

In monitoring applications of wireless sensor networks, there is the need for high
reliability so sensed data is always received by the data logging unit. In the case of
control applications, there is the need for high reliability but also for timely packet
delivery, where latency should be kept as low as possible. If the control system is
not designed to cope with the wireless network imperfections, control performance
may be degraded or may even cause full system stop. Battery lifetime of wireless
devices is an important aspect for real deployments. It is therefore required that
efficient control methods are designed to cope with the wireless medium, and that
the wireless network design is optimized for the control requirements, while reducing
energy consumption of the network nodes as much as possible.

1.1.2 Building Automation

Studies indicate that residential, office and commercial buildings account for nearly
40% and 47% of the U.S. and U.K. energy consumption (U.S. Department of En-
ergy, 2008; UK Department of Trade and Industry, 2011), respectively. Heating,
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Figure 1.2: The Sino-Italian Ecological and Energy-Efficient Building at Ts-
inghua University in Beijing, China, was designed to maximize both pas-
sive and active solar efficiency, and contains advanced HVAC control systems.
(http://www.ecofriend.com)

ventilation and cooling (HVAC) is known to be the largest contributor, accounting
for 43% of U.S. residential energy consumption. Some of the issues being targeted
by research projects are energy-efficient HVAC systems, high-performance lighting
systems, systemic approach for retrofitting existing buildings and demonstration
of nearly zero energy buildings. Studies discuss how to save up to 50% of energy
consumption in hospitals (Bonnema, 2010), large-scale offices (Leach, 2010) and
commercial buildings (Deru et al., 2011). Figure 1.2 shows the Sino-Italian Ecolog-
ical and Energy-Efficient Building at Tsinghua University in Beijing. This building
was designed to maximize both passive and active solar efficiency, and contains
advanced HVAC control systems, making it a zero energy building. An important
component of future building automation is low-cost wireless sensor and actuator
networks for monitoring temperature, humidity and CO2 levels, (Kim et al., 2009)
as well as occupancy (Lu et al., 2010; Erickson et al., 2011). The data gathered
by the wireless devices is essential for an energy efficient HVAC system and user
comfort. Battery life span of the wireless nodes is of major concern due to bat-
tery replacement costs. Since many sensors may be deployed in a building, network
bandwidth utilization must be limited to avoid traffic communication congestion.
Therefore, efficient algorithms must be devised both for control and communica-
tions for high performance HVAC systems.
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Figure 1.3: Typical architecture of a wireless networked control system. Several sen-
sors are responsible of monitoring the state of the plant, and transmit measurements
to controller units. The controllers are designed to compute appropriate control ac-
tions to be sent to actuators, connected to the plant. Several other external nodes
could also be deployed and share the same wireless network. A network manager
is responsible of performing configuration of the communication properties of each
wireless device.

1.2 Problem Formulation

In this thesis, we focus on the problem of controlling wireless NCSs with ensured
closed-loop performance guarantees and efficient resource usage. An example of
such a wireless NCS is depicted in Figure 1.3, where the communications of sev-
eral control systems and other nodes are coordinated by a network manager. The
control systems are composed by a plant, several sensors, and actuators as well
as controllers. The sensors take measurements and transmit them to a controller,
which computes control commands, and transmits them to the actuators. Several
external nodes could share the same wireless network, creating additional network
traffic.

We address the following problems for wireless NCSs:

1) What is a suitable control architecture for wireless control systems?

2) How can an aperiodic PI controller be implemented over a resource-constrained
wireless network?

3) How can the feedback controller and the wireless medium access be jointly
optimized?

1.3 Thesis Outline and Contributions

The outline of the thesis is given below, together with references to the related
publications.
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Chapter 2: Background

An introduction to the literature on NCS theory and aperiodic sampling methods
for control is given, followed by an overview of wireless medium access control
schemes.

Chapter 3: System Architecture for Aperiodic Networked
Control

Novel mechanisms for performing aperiodic sampling for NCSs are presented. Each
mechanism is composed of an aperiodic sampling scheme and controller design,
a scheduling policy and a suitable wireless network configuration. The design of
such architectures aims at achieving an efficient resource usage of the NCS, while
guaranteeing desired levels of control performance.

This work was performed in collaboration with the authors of the following
paper and D. Andreu.

• J. Araujo, A. Anta, M. Mazo Jr., J. Faria, A. Hernandez, P. Tabuada, K.
H. Johansson, “Self-Triggered Control for Wireless Sensor and Actuator Net-
works”, in Proceedings 7th IEEE International Conference on Distributed
Computing in Sensor Systems, Barcelona, Spain 2011.

Chapter 4: Experimental Evaluation of Aperiodic Networked
Control Systems

In this chapter, we present the experimental evaluation of the aperiodic architec-
tures proposed in the previous chapter. Parts of this work were reported in the
paper above.

Chapter 5: Event-triggered PI Control

This chapter deals with the design of event-triggered PI controllers for industrial
process control. The introduction of an aperiodic sampling scheme for PI con-
trollers poses new challenges with respect to the achievable control performance, for
which we provide a detailed analysis. Suitable PI controllers and aperiodic sampling
schemes are proposed and evaluated through simulations.

This work was performed in collaboration with U. Tiberi, E. Henriksson, A.
Isaksson, H. Sandberg and K. H. Johansson.

Chapter 6: Wireless Network and Control Co-Design

We present a framework for the joint design of the wireless network and control for
NCSs, while minimizing the energy consumption of the wireless network. An anal-
ysis on the effects of the wireless network in the control system under packet losses
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and delays is performed, in which we are able to define the achievable control per-
formance, under the aforementioned network imperfections. A numerical example
illustrates the proposed co-design framework.

• P. Park, J. Araujo and K. H. Johansson, “Wireless Networked Control Sys-
tem Co-Design”, Proceedings of IEEE International Conference in Network-
ing Sensing and Control, Delft, The Netherlands 2011. (Best Paper Award
Finalist)

Chapter 7: Conclusions

A summary of the thesis contents and directions of future work are presented.

Other publications

The following publications are not covered in this thesis, but contain material that
has influenced the work here presented:

• M. Larsson, J. Lindberg, J. Lycke, K. Hansson, A. Khakulov, E. Ringh, F.
Svensson, I. Tjernberg, A. Alam, J. Araujo, F. Farokhi, E. Gadhimi, A. Teix-
eira, D. V. Dimarogonas, K. H. Johansson, “Toward an Indoor Testbed for
Mobile Networked Control Systems”, submitted to the First Workshop on
Research, Development and Education on Unmanned Aerial Systems, Seville,
Spain 2011.

• J. Weimer, J. Araujo, A. Hernandez, K. H. Johansson, “Periodic Constraint-
based Control using Dynamic Wireless Sensor Scheduling”, to appear IEEE
Conference on Decision and Control, Orlando, USA 2011.

• F. Altaf, J. Araujo, A. Hernandez, H. Sandberg and K. H. Johansson, “Wire-
less Event-Triggered Controller for a 3D Tower Crane Lab Process”, Proceed-
ings of IEEE Mediterranean Control Conference, Corfu Island, Greece 2011.

• A. Hernandez, J. Faria, J. Araujo, P. Park, H. Sandberg, K. H. Johansson,
“Inverted Pendulum Control over an IEEE 802.15.4 Wireless Sensor and Ac-
tuator Network” (Demo Paper), in Proceedings of the European Wireless
Sensor Networks, Bonn, Germany 2011.

• J. Araujo, Y. Ariba, P. Park and H. Sandberg K. H. Johansson, “Control
over a Hybrid MAC Wireless Network”, Proceedings of the IEEE SmartGrid-
Comm, Gaithersburg, USA 2010. Presented also at Reglermote, Lund, Sweden
2010.

• J. Araujo, H. Sandberg, K. H. Johansson, “Experimental Validation of a Lo-
calization System Based on a Heterogeneous Sensor Network”, in Proceedings
of IEEE 7th Asian Control Conference, Hong Kong, China 2009.
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• A. Wang, J. Araujo and V. Krishnamurthy, “Syntactic Inference For High-
way Traffic Analysis”, in Proceedings of the 12th International Conference on
Information Fusion, Seattle, USA 2009.





Chapter 2

Background

Feedback control of dynamical systems plays an important role in many applica-
tions domains, such as process control, aerospace and automotive control. Since
the 1930s, research in feedback control went from analog components, to digital
control with the introduction of digital computers in the 1950s. Process control has
been an important driver of research in control technology, introducing the first dis-
tributed control system in 1975 with Honeywell’s TDC 2000 (Samad et al., 2007).
Such a control system had spatially distributed components, connected over a lo-
cal network, with sensing, computation and actuation capabilities. They increased
productivity and reduced installation costs, close to millions of dollars, for large
installations (Samad et al., 2007). In the 1980s, the automotive industry began
the development of a communication network that would introduce feedback con-
trol over computer networks in passenger cars. The Control Area Network (CAN)
was created, which is regarded as the first protocol specially designed for control.
Guarantees of safe operation and real-time control were achieved, while connecting
hundreds of devices inside a single vehicle. This is seen as the start of the emerging
area of Networked Control Systems (NCS) (Baillieul and Antsaklis, 2007). Through
the last decades, these systems have been successfully implemented in a variety of
industrial applications, improving flexibility, economic performance and increasing
safety (CSS, 2011). With the introduction of wireless communications in the early
2000s, new application domains became possible, such as robotics and intelligent
machines, intelligent transportation systems and smart control of the power grid
(Murray et al., 2003). However, several challenging problems arise when performing
feedback control over a wireless communication medium. This motivated the cur-
rent research of NCSs of performing control with communication constraints, such
as limited bandwidth, delay, loss of information and energy constraints (Antsaklis
and Baillieul, 2007), representing characteristics less critical or inexistent in wired
communications. During this past decade, many researchers have investigated how
to design controllers that guarantee suitable levels of performance when the commu-
nication network is wireless. Others have developed techniques to improved wireless
protocols to be used specially for feedback control. Despite of this progress, wire-
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10 Background

less NCSs are not widely used in practice, partly because of the unreliability of the
wireless medium, safety concerns and energy constraints of wireless devices. These
issues motivate the work developed in this thesis.

In the rest of this chapter, we give a brief overview of previous work in con-
trol over wireless networks and aperiodic sampling for control. We also introduce
the details on Medium Access Control (MAC) protocols that will be used in later
chapters.

2.1 Control Over Wireless Networks

In wireless NCSs, the interconnection between controllers, sensors and actuators is
performed over a wireless channel with limited bandwidth that may introduce delays
and loss of information. Often, the wireless medium may be shared among feedback
control systems and other applications with different requirements. The wireless
network is then a common resource, which cannot be disregarded when designing
the control system. Additionally, wireless devices are often battery powered, which
impose computation and communication constraints of the NCS design. We now
present an overview of the relevant research that addresses these issues.

In (Hespanha et al., 2007), the authors give an overview of some of the most
important challenges addressed in the NCSs research community: estimation and
control with variable sampling, delays and packet losses. They also review methods
for controller synthesis under the aforementioned communication constraints.

Design methods on how to achieve high performance of control systems through
a communication network have been recently proposed. The existing approaches
can be mainly grouped in two categories: design of the control algorithm and de-
sign of the communication protocol. Research has targeted the design of controllers
and estimators that are adaptive and robust to the communication faults: packet
dropouts (Schenato et al., 2007; Yu et al., 2004), packet delays (Nilsson, 1998;
Henriksson and Cervin, 2005), and data rate limitations (Nair et al., 2007). More
recently, Heemels and co-workers (Heemels et al., 2010) further analyze the issues of
variable sampling, delays and packet losses and find tighter bounds on the stability
properties of such systems, using a hybrid systems approach. Similar approaches
to analyze several network protocols are considered in (Tabbara and Nesic, 2008).
Using a stochastic hybrid systems framework, Antunes and collaborators (Antunes
et al., 2010, 2011, 2012) have established tighter bounds on the stability and per-
formance of the NCS. Similar results are also presented in (Donkers et al., 2010).
All these contributions deal with simplistic network abstractions where network
optimization is disregarded. Communication protocols and their parameters are de-
signed in order to achieve a given control performance. In (Henriksson and Cervin,
2005; Cervin et al., 2010), the authors present a scheduling policy to minimize a
linear quadratic (LQ) cost under computational delays. They also experimentally
validate their method. In (Liu and Goldsmith, 2004), the authors propose an adap-
tive tuning scheme for parameters of the link layer, MAC layer and sampling period.
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The authors consider simulations of the wireless network. Communication protocols
are designed mainly to achieve high reliability and high energy efficiency for var-
ious applications of WSNs and not specifically for control applications (Al-Karaki
and Kamal, 2004; Bachir et al., 2010). In each of these approaches, either control
system parameters or communication system parameters are able to be tuned by
the system designers to obtain desired control and communication performances.
In (Demirel et al., 2011), the authors propose to jointly design scheduling policies
and controllers over a multi-hop network. However, no energy consumption opti-
mizations are considered. In Chapter 6, we propose a framework to deal with this
problem, where the system designer is able to jointly tune parameters of the control
and communication system, optimizing the energy consumption of the network, and
guaranteeing a desired control performance.

An extensive set of tools and techniques has been developed to reduce power
consumption in wireless sensor networks. Unfortunately, the situation is much less
favorable for wireless sensor and actuator networks, which are a vital part of NCSs.
Traditional control engineering does not consider implementation requirements such
as the minimization of communication between sensors, controllers and actuators.
Such minimization in a large-scale wireless context is crucial both for energy sav-
ings and bandwidth reduction. Existing studies on this topic either neglect the
dynamics of the physical system (Rozell and Johnson, 2007; Akyildiz and Kasi-
moglu, 2004) or do not provide guarantees on the stability of the physical systems
being controlled (Ploennigs et al., 2010). In particular, most efforts of the network
control systems community have been conducted under the assumption of periodic
sampling and actuation (Antsaklis and Baillieul, 2007), which, in general, may re-
quire data rates not practical to apply in a wireless system. To address these issues,
aperiodic sampling techniques for NCSs were proposed, which we review next.

2.2 Aperiodic Sampling for Control

In an NCS, the dynamics of the plant evolve continuously with time, while con-
trollers, sensors and actuators are represented by discrete-event dynamics. These
systems are denoted as hybrid systems (Antsaklis, 2000). A special case of event-
driven dynamics is when actions take place after a certain time has elapsed, while
general event-driven dynamics are characterized by asynchronous occurrences of
events that can either be controlled, or occur naturally (Cassandras and Lafortune,
2008). The concept of event-triggered control was recently reconsidered by (Åström
and Bernhardsson, 1999; Årzén, 1999; Åström and Bernhardsson, 2002). Instead of
periodic sensor transmissions and control updates, update instants are defined by
events taking place at the sensor or controller. The events are generated when a cer-
tain triggering condition is violated, which is continuously monitored. In this way,
communication transmission may be reduced, and thereby providing an extension
of the battery life span of network nodes.

These techniques have been developed not only for control, but also for esti-
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mation, e.g., (Rabi, 2006; Cogill et al., 2007; Rabi et al., 2008; Li and Lemmon,
2011; Shi et al., 2011). In recent years, many researchers have proposed several
types of event-triggered implementations for both linear and non-linear systems.
These can be divided into deadband control (Otanez et al., 2002; Yook et al., 2002;
Hirche et al., 2005; Heemels et al., 2008; Ploennigs et al., 2010), event-based con-
trol of linear stochastic systems (Henningsson et al., 2008; Rabi et al., 2008; Rabi
and Johansson, 2008, 2009; Molin and Hirche, 2010) and Lyapunov approaches
(Tabuada and Wang, 2006; Tabuada, 2007; Wang and Lemmon, 2008b; Mazo Jr.
and Tabuada, 2008, 2009; Wang and Lemmon, 2011a; Heemels et al., 2011). Several
studies have considered distributed event-triggered control (Mazo Jr. and Tabuada,
2010; Wang and Lemmon, 2011a) and event-triggered control for multi-agent sys-
tems (Dimarogonas and Frazzoli, 2009; Dimarogonas and Johansson, 2009; Seyboth
et al., 2011). In (Garcia and Antsaklis, 2011a,b; Lehmann, 2011), the authors pro-
pose an architecture to perform event-triggered control when the model of the plant
is unknown or uncertain.

Self-triggered control was introduced in (Velasco et al., 2003) as another ap-
proach for aperiodic control. In this case, the next triggering time is computed at
the sensor node and is based on the current measurement and the plant’s model.
This can be seen as an emulation of the event-triggered scheme described above.
There is no need for continuously monitoring a triggering condition, but instead sen-
sor nodes can be turned off between sampling instants. Several implementations of
this triggering technique have been proposed for linear and nonlinear plants (Wang
and Lemmon, 2008a; Lemmon et al., 2007; Anta and Tabuada, 2008; Mazo Jr.
and Tabuada, 2008; Wang and Lemmon, 2009b; Mazo Jr. et al., 2009; Anta and
Tabuada, 2009a; Mazo Jr. et al., 2010; Anta and Tabuada, 2009b, 2010a).

During the last year, the problem of minimum-attention control introduced in
(Brockett, 1997) has been revisited by (Anta and Tabuada, 2010b; Donkers et al.,
2011; Wang and Lemmon, 2011b) as well as anytime control (Fontanelli et al.,
2008; Gupta, 2009), aiming at maximizing the inter-sampling time when performing
closed-loop control over networks.

Although research attention has been devoted to the development of aperiodic
sampling techniques for control systems, the interaction with the wireless network
has not been fully addressed. Analysis of event-triggered control with packet losses
and delays has been presented in (Molin and Hirche, 2009; Blind and Allgöwer,
2011a,b; Ramesh et al., 2011b,a; Lehmann and Lunze, 2011) for simple wireless
network abstractions. The system-level design of self-triggered controllers over a
wireless network has been addressed in (Tiberi et al., 2010) for a single control
loop, and later extended to multiple loops (Tiberi et al., 2011). In Chapters 3
and 4 we propose and experimentally evaluate a system architecture for aperiodic
networked control based on aperiodic control techniques such as event-triggered
and self-triggered control. The proposed architecture guarantees closed-loop control
performance while minimizing energy consumption of the NCS and providing an
efficient use of the network bandwidth.

In order to achieve efficient resource usage, the wireless network characteristics
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must be well understood. Particularly, the mechanisms used by the nodes to com-
municate over the wireless channel, may have a large impact on the performance of
the NCS. In the following section, we introduce the details of wireless networks with
respect to the MAC mechanisms, which are the base of the architectures developed
in this thesis.

2.3 MAC

In this section, we present multiple access schemes and MAC protocols that are
being considered when performing control over wireless networks. Since the wireless
medium cannot support multiple simultaneous transmissions, mechanisms must be
provided to define how each wireless device accesses the network.

The channel access control mechanisms provided by the MAC are known as
multiple access protocols (Rom and Sidi, 1990). These protocols make it possible
for several network nodes to be connected to the same physical channel. The Log-
ical Link Control (LLC) and MAC are sub-layers of the Data Link Layer of the
OSI network model, as depicted in Figure 2.1. The MAC protocols are commonly
classified as contention-based or conflict free protocols. We describe these in detail
below.

2.3.1 Contention-free MAC

Contention-free protocols ensure that a transmission is always successful in the
MAC, when the physical medium does not cause any losses. This is achieved by
allocating the channel to the users by a centralized network coordinator, using a
static or dynamic schedule.

The channel resources can be divided among the users in time, frequency or
code:

• Time Division Multiple Access (TDMA)

• Frequency Division Multiple Access (FDMA)

• Code Division Multiple Access (CDMA)

Static schedules may waste the available bandwidth of the network, so for this
reason dynamic schedules are preferred. In the case of dynamic scheduling, infor-
mation must be exchanged regularly between the central scheduler and the network
nodes. In real applications of wireless sensor networks time synchronization is hard
to keep. Therefore, synchronization messages are required to be exchange between
the coordinator and the devices.

2.3.2 Contention-based MAC

In contention-based MAC protocols, nodes compete for the medium where simula-
tions transmissions may occur. The common mechanism to handle channel collisions
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Figure 2.1: The LLC and MAC are sub-layers of the Data Link Layer of the OSI
network model. The multiple access protocol is implemented in the MAC sub-layer.

is the Carrier Sense Multiple Access (CSMA) scheme. A transmitting node tries to
detect the presence of an encoded signal from any transmitting node before at-
tempting to transmit. If another transmission is sensed, the node keeps on sensing
the channel with probability p. This scheme is commonly know as a p-persistent
CSMA scheme. A CSMA scheme with collision avoidance (CSMA/CA) is also avail-
able, where if the channel is found busy at a transmission instant, the node delays
the transmission of a message by a random amount of time.

2.3.3 Hybrid MAC

Hybrid MACs, with both contention-free and contention-based schemes. They al-
low the possibility to obtain a trade-off between the advantages of contention-free
and contention-based MACs. An example of such MAC is the IEEE 802.15.4 pro-
tocol (IEEE, 2006) which we describe in the following section.

2.3.4 IEEE 802.15.4 MAC Protocol

The standardization of low data rate and low power wireless networks is an ongoing
process and there is not yet any widely accepted complete protocol stack, partic-
ularly for control (Willig, 2008). The IEEE 802.15.4 protocol (IEEE, 2006), which
specifies physical and MAC layers, is the base of solutions in industrial automation
such as WirelessHART (HART Communication Foundation, 2007), ISA100 (Inter-
national Society of Automation, 2010) and the TSMP protocol (Pister and Doherty,
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Figure 2.2: Superframe structure of the IEEE 802.15.4 MAC protocol. The time Γi
is the time at which the beacon message is sent and the superframe i begins. The
message transmission takes place during the CAP and CFP. In the inactive mode,
the nodes go to a low-power mode in order to save battery.

2008). These standards rely on a completely centralized TDMA and fixed schedul-
ing approach for mesh networks, where dynamical schedule changes, required in
aperiodic sensor sampling has not been taken into account.

The IEEE 802.15.4 standard specifies two types of medium access mechanisms
depending on whether the network is in the beacon-enabled or the non beacon-
enabled mode. Here we will focus in the beacon-enabled mode. In such a setup,
a centralized coordinator node, the Personal Area Network (PAN) coordinator, is
responsible for synchronizing and configuring all the nodes in the network. The
synchronization and configuration messages take place periodically at each beacon
message which defines the time bounds of the superframe structure defined by the
protocol. We denote by Γi the time instants at which the beacon is transmitted.
The superframe length is named Beacon Interval (B.I.) and satisfies

B.I.=aBaseSuperFrameDuration × 2B.O.

symbols, with 0 ≤ B.O. ≤ 14, and where B.O. is the Beacon Order and aBaseSu-
perFrameDuration is defined by the protocol and specifies the shortest superframe
duration, corresponding to S.O.= 0. The B.I. is further divided in active and inac-
tive periods, as shown in Figure 2.2. The active period has a time interval defined
by Superframe Duration (S.D.) and is divided in 16 equally sized slots of length
aBaseSlotDuration. The superframe duration satisfies the equality

S.D.=aBaseSuperFrameDuration × 2S.O.

symbols, with 0 ≤ S.O. ≤ 14, and where S.O. is the Superframe Order. aBaseSlot-
Duration specifies the shortest slot duration, corresponding to S.O.= 0. The active
period is further split into a Contention Access Period (CAP) and a Collision Free
Period (CFP). During the CAP, the MAC scheme is CSMA/CA where the nodes
in the network sense if the channel is busy before transmitting a message. If that
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is the case, they randomly backoff until succeeding or dropping the message if a
maximum number of retransmissions is achieved. The CAP period is used by nodes
to send best effort messages where packet drops can happen due to collision or
channel congestion. On the other hand, the CFP is intended to provide real-time
guaranteed service, by allocating Guaranteed Time Slots (GTS) to the nodes using
it, in a Time Division Multiple Access (TDMA) scheme. Since during the CFP
there are no packet losses due to collisions or channel congestion, this mechanism is
an attractive feature for time-sensitive wireless applications, as is the case of real-
time control of several plants over a wireless network. The total number of GTS
slots is limited to 7 in the current standard. Additionally, during the active period
an acknowledgement mechanism is present: nodes receive a short acknowledgement
packet after each transmission indicating that its packet was received. Let us denote
∆CAP and ∆CFP as the values of the CAP and CFP duration, respectively. The
scheduling of the GTS is done by the PAN coordinator in a first-come-first-served
(FCFS) request-based scheme. At each CAP the nodes requiring a GTS, send a
request to the PAN coordinator which will allocate the slot to the node if there
are available GTSs. Since this standard is designed for low-power applications, an
inactive period is defined in the end of the active period so the network nodes and
the PAN coordinator enter a low-power mode and save energy. After this period,
all the nodes leave the low-power mode in order to receive the beacon message.

We now present an overview of the details of the CSMA/CA mechanism of the
CAP, as this will be used during the thesis.

CSMA/CA mechanism of CAP

Consider a node trying to transmit a data packet during CAP. In slotted CS-
MA/CA of IEEE 802.15.4, first the MAC initializes four variables, i.e., the number
of backoffs (NB=0), contention window (CW=2), backoff exponent (BE=macMin-
BE) and retransmission times (RT=0). Then the MAC delays for a random number
of complete backoff periods in the range [0, 2BE− 1] units. If the number of backoff
periods is greater than the remaining number of backoff periods in the CAP, the
MAC sublayer pauses the backoff countdown at the end of the CAP and resumes
it at the start of the CAP in the next superframe. Otherwise the MAC sublayer
counts its backoff delay. When the backoff period is zero, the node needs to perform
the first clear channel assessment (CCA). The MAC proceeds if the remaining CS-
MA/CA algorithm steps (i.e., two CCAs), the frame transmission, and any ACK
can be completed before the end of the CAP. If the MAC sublayer cannot proceed,
it waits until the start of the CAP in the next superframe and apply a further ran-
dom backoff delay in the range [0, 2BE − 1] units before evaluating whether it can
proceed again. Otherwise the MAC proceeds the CCA in the current superframe. If
two consecutive CCAs are idle, then the node commences the packet transmission.
If either of the CCA fails due to busy channel, the MAC sublayer increases the value
of both NB and BE by one, up to a maximum value macMaxCSMABackoffs and
macMaxBE, respectively. Hence, the values of NB and BE depend on the number
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of CCA failures of a packet. Once BE reaches macMaxBE, it remains at the value
macMaxBE until it is reset. If NB exceeds macMaxCSMABackoffs, then the packet
is discarded due to channel access failure. Otherwise, the CSMA/CA algorithm gen-
erates a random number of complete backoff periods and repeats the process. Here,
the variable macMaxCSMABackoffs represents the maximum number of times the
CSMA/CA algorithm is required to backoff. If channel access is successful, the node
starts transmitting packets and waits for an ACK. The reception of the correspond-
ing ACK is interpreted as successful packet transmission. If the node fails to receive
ACK due to collision or ACK timeout, the variable RT is increased by one up to
macMaxFrameRetries. If RT is less than macMaxFrameRetries, the MAC sublayer
initializes two variables CW=0, BE=macMinBE and follows the CSMA/CA mech-
anism to re-access the channel. Otherwise the packet is discarded due to the retry
limit. Note that the default MAC parameters are macMinBE = 3,macMaxBE =
5,macMaxCSMABackoffs = 4,macMaxFrameRetries = 3. See (IEEE, 2006) for
further details.

2.4 Summary

In this chapter we have discussed the background in wireless NCSs. In particular,
we gave an overview of the research on control over wireless networks where control
and communication issues are addressed. Several researchers have addressed each
problem separately, but a recent trend on considering the joint design of control
and the wireless communications is emerging. The design of aperiodic controllers
for wireless NCSs is a promising research topic which aims at providing a more
efficient use of the network resources. Additionally, efficient resource usage can also
be obtained by properly designing the MAC scheme. A summary of the available
MAC schemes and the IEEE 802.15.4 MAC protocol for low-power wireless networks
was presented. In the following chapters, we propose architectures that provide
control-loop performance guarantees and efficient resource usage for wireless NCSs.





Chapter 3

System Architecture for Aperiodic

Networked Control

In this chapter, we propose an architecture for aperiodic sampled wireless NCSs.
The architecture is based on event-triggered and self-triggered control. As the un-
derlying data transmission is performed over a shared wireless network, we provide
scheduling policies and MAC designs that allow for an efficient implementation.

The rest of the chapter is organized as follows. We introduce the system archi-
tecture in Section 3.1. Section 3.2 describes the proposed MAC design. Section 3.3
proposes an event-based sensor communication mechanism and Section 3.4 intro-
duces a predictive sensor communication mechanism. A hybrid sensor communi-
cation mechanism which joins the previously proposed mechanisms is presented in
Section 3.5. Finally, Section 3.6 summarizes the chapter.

3.1 System Architecture

The problem we aim to solve is that of performing control over wireless networks.
Given a control loop that is closed over a wireless network, we are interested in
solutions that guarantee stability and performance of the control system while min-
imizing energy consumption of the wireless sensor and actuator nodes involved and
network bandwidth usage. A wireless NCS is depicted in Figure 3.1, where several
control systems and other nodes are coordinated and scheduled by a Network Man-
ager. Each control system is composed by a plant, several sensors and actuators as
well as a controller.

We consider the problem of controlling an individual plant:

ẋ(t) = f(x(t), u(t)) (3.1)

in which x(t) ∈ R
n denotes the state of the plant, and u(t) ∈ R

m the control signal
where u(t) = k(x(t)), is the control law.

A central issue is the scheduling of transmissions of measurements from the
sensors to the controller, and from the controlle to the actuation nodes. In the case
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Figure 3.1: Typical architecture of a wireless networked control system. Several sen-
sors are responsible of measuring the plant dynamics, and transmit measurements
of the state dynamics to controllers. The controllers are designed to compute ap-
propriate control actions to be sent to actuators, connected to the plant. Several
other external nodes can also be deployed and share the same wireless network.

of wireless networks an even more fundamental question is that of deciding which
mechanism is to be used to decide the instants of time at which these measurements
should be transmitted. We refer to the instants at which transmissions occur as
update times, to remark the fact that these measurements are actually being used
to update the actuation signals at the actuators.

We propose three mechanisms for performing the aperiodic implementation of
the update times: Event-Based Sensor Communications, Predictive Sensor Com-
munication and Hybrid Sensor Communications. Each mechanism will define an
aperiodic control scheme and a scheduling approach, for a specific wireless MAC
design. The underlying idea in each of these mechanisms is to introduce a feedback
loop to decide the update times, and thus linking control and communication.

The aperiodic scheme used in the event-based mechanism is based on contin-
uously supervising a performance index, normally a function of the plant dynam-
ics, and only updating the control action when this index violates a pre-defined
performance specification. In this work we will focus on how to implement the
performance index introduced in (Mazo Jr. et al., 2009) since this implementation
allows the event-based sensor communication to assure that a certain control sta-
bility performance, in terms of a Lyapunov function, is guaranteed. This technique
is commonly known as event-triggered control.

Predictive sensor communication has the goal of reducing the requirement of
continuous supervision of a performance index. Instead, a prediction of its evo-
lution is made from the most recent measurement. Through this prediction, this
mechanism can provide, right after a measurement, when the next sensor com-
munication should take place. Having access to the next update time, before it
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happens, allows a tighter scheduling of the communications, allowing for a dynami-
cal allocation of the network bandwidth based on the physical system state. On the
other hand, predictive implementations run unsupervised for the time in between
updates, which makes them slower to respond to disturbances than event-based
implementations. In order to be able to compare the performance achieved using
both approaches, we will use the same performance index (Mazo Jr. et al., 2009)
as for the event-based implementation. This aperiodic scheme is commonly known
as self-triggered control.

The hybrid sensor communication mechanism joins the aperiodic control schemes
of the event-based and predictive mechanisms. By doing so, we aim at providing
dynamic network bandwidth utilization by relying on a prediction of the required
update times, while reducing disturbance rejection response times, by continuously
monitoring the state of the plant.

In order to allow timely, reliable, and energy efficient communication, a suitable
MAC scheme must be proposed, which we introduce in the following section.

3.2 IEEE 802.15.4 MAC

As presented in Chapter 2, Section 2.3.4, several protocols have been proposed for
the process control industry. These standards rely on a completely centralized and
fixed TDMA scheduling. However, dynamic scheduling is known to perform a more
efficient usage of resources, since resources are allocated depending on the cur-
rent requirements, and not on worst case conditions. Dynamic scheduling is part
of the IEEE 802.15.4 standard MAC and a main interest of the IEEE 802.15.4e
task group which works on MAC enhancements for process control and factory
automation (IEEE, 2011). Its configuration flexibility allows for adjusting network
performance, such as communication throughput, reliability and latency, and en-
ergy efficiency, as investigated in (Park, 2011). Therefore, we see the current IEEE
802.15.4 standard MAC as a suitable starting point for the specification of a MAC
suitable for our aperiodic control mechanisms.

We are interested in implementing the proposed mechanisms in an heteroge-
neous WNCSs, composed of wireless sensors and actuators that communicate over
a IEEE 802.15.4 network with a controller. We also envision that other devices
besides those involved in the control loops are present, sharing the same network
resources. Our main contribution comes in the form of suggested modifications and
an implementation of the standard MAC layer, to allow the implementation of
aperiodic sampling schemes under each mechanism. Also, the MAC design should
minimize the energy consumption of the wireless nodes.

As depicted in Figure 3.1, a network manager is used to coordinate all the net-
work operations, and configure the sensor, controller and actuator nodes in the
network. This network manager is able to make decisions in an autonomous way,
or it can be enabled for user configurations. The unit will have different behav-
iors depending on which mechanism is selected. With respect to network topology,
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Table 3.1: Current consumption (mA) of a Telos wireless platform for different
microcontroller (µC) and radio operation modes.

Mode Description Measure Current

1 µC active, Radio Tx 21.7 mA

2 µC active, Radio Rx/listen 22.8 mA

3 µC active, Radio OFF 2.4 mA

4 µC idle, Radio OFF 40 µA

we assume that all the deployed nodes connect directly to the network manager,
in a star network topology. When deploying large scale networks, our framework
would still hold in the case of having several interconnected network managers, in
a clustered network topology.

In order to design an energy efficient MAC, one has to understand how energy
is spent in each wireless node in the network. Sensors and actuators are assumed to
be battery powered, and so their life span should be maximized. We now present
MAC design guidelines based on the energy consumption of a real wireless node.

3.2.1 MAC Properties

We are interested to perform aperiodic implementations of control systems minimiz-
ing the energy consumption of the wireless nodes. To achieve this goal, we suitably
design certain MAC parameters. We start by presenting the energy consumption
characteristics of a real wireless node, which motivate the MAC design. For details
on the the IEEE 802.15.4 MAC see Chapter 2, Section 2.3.4.

The power consumption of the widely used wireless sensor platforms Telos (Po-
lastre et al., 2005) is given in Table 3.1 (Prayati et al., 2010). These platforms are
equipped with the microcontroller (µC) TI MSP430F1611 and the CC2420 radio,
IEEE 802.15.4 compliant. The table shows the amount of current needed in differ-
ent modes by the wireless platform according to radio and µC usage. These values
show that it is highly power demanding to send and receive messages, and that
receiving and listening requires more current than sending. Moreover, mode 1 and
2 are 10 times more expensive than mode 3, and approximately 550 times more
expensive than mode 4.

Within the proposed NCS, network transmissions/receptions take place as fol-
lows. Sensors transmit information to controllers, and controllers transmit infor-
mation to actuators. The network configuration is performed periodically by the
network manager with a period equal to the B.I.. In our study, we assume that
both the controller and network manager are connected to an infinite power source.
The controller is thought as a device with large computation capabilities, receiving
information of several sensors and transmitting control inputs to several actuators.
The IEEE 802.15.4 standard also suggests that the network manager should not be
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Figure 3.2: Superframe structure of IEEE 802.15.4. The time Γi is the time at which
the beacon message is sent and the superframe i begins. The message transmission
takes place during the Contention Access Period (CAP) and Collision-Free Period
(CFP). In the inactive mode, the nodes go to a low-power mode in order to save
battery.

battery powered (IEEE, 2006), since it must manage the network at all times.
Naturally, to save large amounts of energy the nodes should be in mode 4 for

most of the time, which is achieved by enlarging the B.I., as well as reducing the
amount of listening time and receptions/transmissions (mode 1 and 2). Moreover,
the S.D. should be set the smallest possible, such that the slot length is minimized.
This would allow the controller and actuator nodes to be in mode 2 the shortest
amount of time since listening lasts for a complete slot interval. Mode 4 should be
enforced since there is a huge benefit of setting the µC to idle, instead of active
(mode 3). Note that if no transmissions/receptions of messages take place between
nodes, they are in mode 4 at all times, besides the moment when the beacon is
received (mode 1). We denote this energy consumption as the energy baseline.

3.2.2 MAC Modifications

In order to apply the IEEE 802.15.4 MAC protocol for control applications, we
would like to obtain the flexibility of transmitting information over TDMA, CS-
MA/CA as well as over a hybrid MAC, combining TDMA and CSMA/CA. These
features are provided by the IEEE 802.15.4 MAC but have particular constraints
that may limit the implementation of the proposed aperiodic mechanisms. Thus, we
propose modifications to the standard. An implementation of these modifications
is available in (KTH Wireless NCS Testbed, 2011) and the full implementation de-
tails are reported in (Hernandez, 2011). We remark that these modifications do not
modify the overall structure of the IEEE 802.15.4 MAC protocol presented in Sec-
tion 2.3.4, but make slight changes on the maximum allowed number of superframe
slots, and the Guaranteed Time Slots (GTSs) scheduling methodology.
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Limitation on the number of superframe slots

One restriction imposed by the IEEE 802.15.4 MAC protocol is that the GTS slots
at the CFP is lower or equal than 7, and the total number of slots assigned in the
Superframe (CAP and CFP) must be lower than 16. If a full TDMA MAC would
be needed for a given control application, the CAP and Inactive period would be
removed, which would render a TDMA schedule with very large slot times since
time slot duration is defined as timeSlotDuration = B.I./aNumSuperframeSlots
in this. Thus, increasing the superframe “discretization” step. This may not be
desired since it introduces a large delay between two consecutive transmissions.
Therefore, we see a motivation to increase the number of GTS slots given by the
standard. We propose a modification of the total number of superframe slots to 32,
which can be either CAP or CFP slots, or both. In order to increase the number
of slots in the superframe, we increase the aNumSuperframeSlots MAC parameter.
Recall aNumSuperframeSlots=16 in the original MAC, as presented in Chapter 2.
By increasing this value, we modify the B.I. and S.D. parameters as well. The
following equations show these modifications:

S.D. = aBaseSlotDuration× aNumSuperframeSlots× 2S.O.

B.I. = aBaseSlotDuration× aNumSuperframeSlots× 2B.O.

where the slot duration is constant for a given S.O.. It is important to note the
modification of the B.I. and S.D. to the current standard, where now their intervals
are proportional to the aNumSuperframeSlots. The modified superframe structure
is presented in Figure 3.2. For more details on GTS modification see (Hernandez,
2011).

GTS scheduling

A difference between our MAC and the specification in the IEEE 802.15.4 MAC
standard also lies in the GTS allocation mechanism. We propose the use of a
scheduling mechanism at the network manager for the assignment of GTS slots
instead of the first-come-first-served (FCFS) request-based scheme in the IEEE
802.15.4 MAC specification. The network manager is responsible for, according to
the selected scheduling algorithm, decide which GTS is assigned to which specific
node in the next superframe. At each superframe, all the network nodes have the
radios ON to receive the beacon message from the network manager. This beacon
contains the information necessary to configure the nodes that have an allocated
GTS and inform them of the B.I and S.D. values. If a node has a GTS allocated,
then it will transmit/receive during that time and otherwise it will enter in the
low-power mode during the B.I..
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3.3 Event-Based Sensor Communication

In this section we introduce the event-based sensor communication mechanism. A
joint design of the aperiodic sampling technique, scheduling policy and MAC choice
is performed, such that control perform guarantees are achieved.

The proposed mechanism is presented in Figure 3.3, and is composed by the
plant, sensors and actuators. Each sensor is composed by a Zero-Order-Hold (ZOH)
which samples a the state of the plant, and is interfaced by an event generator.
The event generator is responsible for implementing the schemes proposed in this
section, in order to decide the update times.

For simplicity, we focus our exposition on physical systems that can be de-
scribed by linear differential equations, although similar ideas can be developed for
systems described by nonlinear differential equations (Anta and Tabuada, 2010c).
We consider linear control systems of the form:

ẋ(t) = Ax(t) +Bu(t), x(t) ∈ R
n, u(t) ∈ R

m (3.2)

where A and B are matrices of appropriate dimensions. A controller u = Kx is
usually designed to render the system asymptotically stable and u remains constant
between two consecutive control updates. Hence there exists a Lyapunov function
of the form V = xTPx satisfying

V̇ =
∂V

∂x
(A+BK)x = −xTQx (3.3)

where Q is a positive definite matrix. The Lyapunov function V can be seen as
a certificate of stability, since according to equation (3.3) V is always decreasing,
but also of performance since (3.3) also ensures that the rate of decrease is at
least xTQx. As mentioned in the previous section, the input u cannot be updated
continuously but only at discrete time instants tk, whenever an actuator message is
received. Traditionally, control-related messages are exchanged periodically, that is,
tk+1 − tk = T for all i ∈ N0. The period T is chosen in order to guarantee stability
and desired performance under all possible operating conditions. This approach
represents a conservative solution to the message scheduling problem since T is
selected based on a worst-case scenario. In this mechanism we let the event generator
decide the next update time for the sensor and actuator messages.

Since the input u is kept constant between updates, the evolution of the Lya-
punov function V for the implementation is now given by:

V̇ =
∂V

∂x
(Ax+BKx(tk)) (3.4)

As the evolution of V determines the behavior of the system, we specify the desired
performance index for the implementation by means of a function S upper bounding
the evolution of V :

V (t) ≤ S(t). (3.5)
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The previous inequality guarantees that V decreases at least as fast as S does.
In that sense we can regard S as defining the control performance that the self-
triggered implementation will guarantee. Among other options, a possible choice
for S is the Lyapunov function:

S(t) = xs(t)TPxs(t) (3.6)

for the hybrid system:

ẋs(t) = Asxs(t) t ∈ [tk, tk+1[ (3.7)

xs(tk) := x(tk) (3.8)

where As is a Hurwitz matrix satisfying the following Lyapunov equation ATs P +
PAs = −R. The matrix R has to be chosen so that Q − R is positive definite,
in order to guarantee a minimum inter-transmission time for the control messages
(see (Mazo Jr. et al., 2010) for details). Therefore, we can design R = σQ, where
σ ∈]0, 1[ and defines the speed of decay of S, with respect to the rate of decay of
V. By lowering σ, the decay rate of S is decreased and approaches the rate of V.
In other words, the Lyapunov function of the implemented system (3.2) decays at
least as fast as the Lyapunov function of the reference system (3.7).

Inequality (3.5) can be enforced by closing the loop whenever:

V (t) = S(t) (3.9)

Indeed, notice that at every time instant tk we have V̇ = −xT (tk)Qx(tk) < Ṡ =
−xT (tk)Rx(tk) (since Q − R is positive definite), and therefore V (t) < S(t) for
t ∈ [tk, tk+1[. Equality (3.9) implicitly defines a sequence of time instants tk at
which the input needs to be updated.

Under this paradigm, the update times for the system are not know apriori.
It is the sensors that on-the-fly decide when it is time to update the controller
with fresh measurements. While event-based implementations are certainly robust
to disturbances, as there is a continuous supervision of the state of the plant, and
reduce the amount of measurements that nodes need to transmit, it has also a couple
of clear shortcomings. First, the continuous supervision of the triggering condition
imposes the availability of specific hardware dedicated to this task; and second, as
the update times are not available a priori there is no possibility of implementing
any dynamic scheduling capable of liberating the bandwidth not used by an event-
based control loop.

3.3.1 Static Scheduling of GTSs

The goal of event-based implementations is to be able to reduce communication
between sensors and controllers while providing performance guarantees. In order
to provide such performance guarantees the most restringing requirement is that the
communications infrastructure should be able to provide a bounded delay between
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Figure 3.3: Architecture of event-based sensor communication mechanisms for wire-
less sensor and actuator networks. The event generator is responsible for deciding
the update times of the control loop, by transmitting the state of the plant x(tk),
to the controller. A network manager is responsible for distributing a fixed trans-
mission and reception schedule to sensors, controllers and actuators. Beacons are
transmitted by the Network Manager to keep all the network nodes synchronized.

the instant at which a measurement is taken, as dictated by the triggering condition,
and that a measurement is received at the controller. In order to attain such a
guarantee, especially in a wireless network, some form of scheduling needs to take
place. We propose the use of a TDMA scheme in which the GTSs are reserved
for each event-triggered loop in the network. Then it is the sensors’ task to decide
based on their triggering condition if they make use of the assigned slots or not.
For each plant, two slots are allocated for sensor to controller and controller to
actuation messages. This TDMA scheme is performed in GTSs during the CFP of
each superframe. This superframe main contain also a CAP and inactive period.

Let us denote the minimum inter-transmission time for both the sensor and
actuator messages as tmin for all the possible plant conditions. The worst-case
inter-transmission times need to be considered in the choice of the B.I. length and
the number of GTSs to allocate the transmissions for each control loop. In fact, the
inter-slot times must be lower than the minimum inter-transmission time tmin so
that no more than one transmission would occur between each allocated sensor slot.
Let us define the inter-transmission time of sensor messages as τk = tk − tk−1. The
minimum inter-transmission time for both the sensor and the actuator messages
is given by tmin = mink τk. However, since the transmission times tk depend on
state of the plant and are not known in advance, we need to select tmin as the
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worst inter-transmission time over all possible initial conditions x0 in the operating
region Ω:

tmin = min
x0

g(x0, S), x0 ∈ Ω, (3.10)

where g(x0, S) represents the triggering scheme in (3.9). This time always guaran-
tees a certain level of performance and stability of the closed loop system as defined
by S(t). This time can be computed using Lemma 4.1 in (Mazo Jr. et al., 2010).
To guarantee that (3.10) holds, (3.6) must be updated when the control input u is
applied to the plant.

It is important to notice that an event-based mechanism introduces a delay
between events and transmission of measurements, as a sensor might have to wait
from the triggering of an event until its assigned slot to transmit. Nevertheless,
this delay is bounded and can be adjusted by design, through the assignment of
more or less slots to a given event-triggered loop. As with other communication or
computation induced delays, this delay is accommodated through the use of more
restrictive triggering conditions, as we present next.

3.3.2 Delay Compensation

In event-based implementations there is the need to compensate for the possible
delay induced by not having access to the channel right at the moment at which
the event is generated, which we denote by channel access delay ∆̄, or due to trans-
mission and computation delays, which we denote by ∆̃. Moreover, to guarantee
(3.10), we must update (3.6) taking the possible delays into account. Note that the
channel access delay is fixed and known, and we assume that the computation and
communication delays are also fixed.

In order to solve this issue, we propose to check the condition V (t) ≤ S(t)
ahead of time, by predicting the value of V and S some amount of time in advance
so that we can guarantee that a measurement will be sent before the condition is
violated. Since the network access is defined by a schedule, and a sensor cannot
access the channel if it does not have an assigned slot, we will only check condition
V (t) ≤ S(t), at each sensor’s slot time. This approach has a slight predictive flavor,
and requires that the sensing nodes compute the control locally. A known overall
delay ∆ = ∆̄ + ∆̃, characterizing transmission, communication and channel access
delay, can be compensated for in the following way. Let A∆ = eA∆ and B∆ =
∫∆

0
eA(∆−r)Bdr, then from a sample acquired by the sensor at time ts = tk + τ ,

where tk is the time of the last sample and τ is the time passed since the last
sample, one can estimate:

x̂(ts + ∆) = A∆x(ts) +B∆u(tk), (3.11)

where u(tk) = Kx(tk + ∆̃) is the current value of the input being applied to the
system, and x̂(tk + ∆̃) represents the estimate of the state of the plant acquired
at time tk by the sensor, plus the computation and transmission delay ∆̃, until it
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reached the actuator. The triggering rule instead of verifying when V (ts) ≤ S(ts)
is violated, as in the delay free case, is now modified as:

V (ts + ∆) ≤ S(ts + ∆). (3.12)

If the condition is violated, the estimate x̂(ts + ∆) is sent to the controller, which
computes u(ts) = Kx̂(ts + ∆), and transmits this value to the actuator, which will
apply the control input to the plant at time ts + ∆. Additionally, the sensor node
must update xs at time t = ts+∆̃ so (3.10) is guaranteed. In this way, we guarantee
that V (t) > S(t) never occurs and that the minimum inter-transmission time tmin
is given by (3.10).

In the proposed approach, we rely on the model of the plant, and sensors must
compute the control input values to estimate (3.11) and check the triggering condi-
tion (3.12). Sensor nodes must then be able to perform such computations. More-
over, there is not a need to require a separate controller unit to compute the control
inputs based on the sensor measurements, and sensor nodes could communicate di-
rectly with the actuators. However, in wireless NCSs deployments over large areas,
the distance between sensors and actuators may be large, and where the controller
node is required to relay information between the two.

Another possible approach to deal with delays would be to check a different
triggering condition, e.g., V (t) ≤ λS(t), where λ is designed according to the overall
delays. This solution would be more conservative than the one presented above, thus
generating more triggerings. However, the benefits are that such approach can be
used in a distributed manner, where each node takes decisions based on their local
information. Additionally, no computation of the control input is performed at the
sensor.

3.4 Predictive Sensor Communication

We introduce the predictive sensor communication as an emulation of the event-
based implementation presented in Section 3.3. As we mentioned before, we follow
the methodology presented in (Mazo Jr. et al., 2009) for designing the aperiodic
sampling scheme. Figure 3.4 shows the proposed mechanism for the implementation
of predictive sensor communication. In this case, there is a feedback between sen-
sor, controllers and actuators with the network manager. We assume that a single
controller node is used for performing closed-loop control of all the plants in the
network.

Predictive implementations identify the time instants tk at which (3.9) is satis-
fied, taking into account the plant model given by (3.2), the last measurement of the
state of the system x(tk) and the performance specification in (3.6). The prediction
of the time between two consecutive updates is embodied in the function:

τk = tk+1 − tk = g(x(tk), S). (3.13)

There exists several methods in the literature to compute such a function
g (Wang and Lemmon, 2009a; Anta and Tabuada, 2010c; Mazo Jr. et al., 2010). We
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focus on the technique developed in (Mazo Jr. et al., 2009) as proposed in Section
3.3, although similar analyses can be carried out for the other available techniques,
including those for nonlinear systems. (Mazo Jr. et al., 2010).

Notice that tk+1 represents the time at which the input needs to be updated,
therefore both a sensor message and an actuator message need to be delivered
between tk and tk+1. Since (3.13) defines the sequence of inter-transmission times,
a scheduling analysis can be carried out beforehand to guarantee the schedulability
of the control-related messages.

In the proposed predictive mechanism, the controller will be responsible for
computing the value τk for all the plants in the network. After all values of τk are
achieved, the controller implements the scheduling algorithms that are proposed in
Section 3.4.1, and transmits this information to the Network Manager. This node
then informs all the sensor, controller and actuator nodes of the message transmis-
sion/reception slots. We remark that each sensor node may also compute τk, and
transmit this information to the centralized unit which performs the scheduling of
each τk.

Due to the prediction nature of this technique, no channel access delays are
present, as in the case of the event-based implementation. However, in the case
of communication and computation delays, the same approach presented in Sec-
tion 3.3.2 can be used.

We now introduce the scheduling method, and the required schedulability anal-
ysis that guarantees a feasible predictive implementation of several control systems
on a shared wireless network.

3.4.1 EDF Scheduling

As proposed in Section 3.2 the network manager is responsible for the scheduling of
GTS slots for the nodes in the network and configuration of the wireless network.
In order to allow for efficient usage of the available network resources, we propose
to schedule the messages in the network according to an Earliest Deadline First
(EDF) approach, introduced in the seminal paper by (Liu and Layland, 1973),
which is know to be optimal for time-constrained schedules (Buttazzo, 2005). For
the explanation of the algorithm we assume the general MAC protocol structure
with a CAP and CFP, where CSMA/CA and TDMA algorithms are implemented,
respectively, as introduced in Section 2.3.4. Note that the modifications proposed
in Section 3.2.2 do not change the overall structure of the modified IEEE 802.15.4
MAC protocol presented in Section 2.3.4.

Recall that ∆CAP and ∆CFP are the values of the CAP and CFP duration, re-
spectively. The design of the GTS scheduling should take into account the following
issues:

1. There are two types of messages: hard messages with high priority and hard
deadlines, and soft messages with lower priority. Given this characteristic,
even if a soft message has an earlier deadline than a hard message, the sched-
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Figure 3.4: Architecture of predictive sensor communication mechanisms for wireless
sensor and actuator networks. Note the bi-directional communication between the
network manager and sensor, controller and actuators. In this case, the network
manager dynamically schedules each node in the network at every superframe,
according to the algorithm proposed in Section 3.4.1.

uler node should schedule the hard messages first, followed by soft messages.
The scheduling of both hard and soft messages should be done according to
independent EDF schemes.

2. The GTS scheduling algorithm should only schedule the triggering times tk+1

given by (3.13), when tk+1 ∈ [Γk + ∆CAP,Γk+1 + ∆CAP], where Γk denotes
the beggining time of the k−th superframe. If tk+1 > Γk+1 + ∆CAP, then
the scheduler will only assign a GTS slot to the requesting node in a later
superframe. Γk denotes the superframe i start time.

3. The triggering times tk+1 need to be adjusted to new values t̂k+1 ≤ tk+1 if
t̂k+1 ≤ Γi+1 +∆CAP in order to fit the triggering time inside the GTS, where
t̂k defines the adjusted triggering time. Recall that no scheduling should be
made during the CAP or inactive period.

This last condition is illustrated in Figure 3.5, where the triggering time tk+1 is
adjusted to be t̂k+1 ≤ tk+1 since t̂k+1 ≤ Γk+1 + ∆CAP, to prevent the transmission
from falling in the CFP time two superframes ahead.

Next we introduce the required schedulability analysis in order to prove that
an EDF schedule is possible for the predictive sensor communication over wireless
networks.
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Figure 3.5: EDF Scheduling over a wireless IEEE 802.15.4-based MAC. Here we
describe the scheduling of one of the nodes in the network using the self-triggered
control scheme. The required triggering time tk+1 is not allowed since it does not
occur during a CFP. An adjustment of this time to t̂k+1 is made in order to allocate
tk+1 inside a GTS and guarantee (3.5) under EDF scheduling.

3.4.2 Offline Schedulability Analysis

In this section we analyze the schedulability of a set of hard messages under the
modified IEEE 802.15.4 MAC. As mentioned before, the active period is divided
into the CAP and the CFP. Since no guarantees can be provided during the CAP,
we assume that all hard messages are sent during the CFP. During this window,
messages are scheduled according to the EDF algorithm (see previous section).

Each message can be characterized by a triple (tmin, C, d), where tmin repre-
sents the period of a message (or minimum inter-transmission time for aperiodic
messages), C is the maximum transmission time and d is the relative deadline (not
necessarily equal to the period tmin). Notice that control loops involve at least two
types of messages: sensor to controller and controller to actuator. Sensor messages
are always followed by actuator messages, hence they are never sent at the same
time. To model this precedence constraint, we assume an offset ϕa for the actuator
messages, equal to the deadline of the sensor message plus the computation time
of the control law at the control node.

The inter-transmission times of a pair sensor-actuator message is defined by
equation (3.13). Since offline the scheduler is not aware of the evolution of the
state, worst-case inter-transmission times tmin, need to be considered in the offline
schedulability analysis.

Indeed, as in the case of periodic or event-based communications, enough re-
sources need to be reserved beforehand assuming worst-case conditions, even though
these might rarely occur. However, as the state of the plant is measured the pre-
dictive communication policy modifies these requirements in run-time and reserved
bandwidth can be reallocated among existing nodes. This property represents the
main advantage of the predictive paradigm.

The deadline of the actuator message represents the maximum admissible bound
on the delay between a sensor message is received by the controller and the arrival
of the actuator message. The deadline of the sensor message represents the max-
imum admissible bound between the measurement of a sensor and the arrival of
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its corresponding sensor message. Notice that for control systems only the delay
δ between measurement and actuation is relevant, i.e., the sum of the sensor and
actuator deadlines.

Given a set of n hard messages plus p control loops, the schedulability conditions
(sufficient and necessary) under non-preemptive EDF are (Zheng and Shin, 1994):

n+2p∑

i=1

Ci
tmini

≤ 1 (3.14)

n+2p∑

i=1

⌈
t− di − ϕi
tmini

⌉+

Ci + Cm ≤ t, ∀t ∈ S (3.15)

where the set S is defined as:

S= ∪n+2p

i=1 Si,

Si=

{

di +m · tmini : m = 0, 1, . . . ,
⌊
tmax − di − ϕi
tmini

⌋
}

,

tmax = max
{
d1, . . . , dn+2p,

(Cm +

n+2p∑

i=1

(1− di/tmini)Ci)/(1−

n+2p∑

i=1

Ci/tmini)

}

and Cm := maxiCi is the maximum transmission time for all possible messages,
⌈x⌉+ = min{n ∈ N0|n ≥ x} and ⌊x⌋ = max{n ∈ Z|n ≤ x}, and ϕs = 0 for all
sensor messages.

The previous set of equations assume that messages can be transmitted at any
time. However, under the modified IEEE 802.15.4, hard messages are not transmit-
ted during the CAP (since success guarantees cannot be provided in CSMA/CA
networks) and during the inactive period (to save energy). We model this property
by means of two dummy tasks with periods tmink equal to the superframe duration
S.D., and deadlines equal the inactive period (B.I. - S.D.) and ∆CAP respectively.
Moreover, the dummy task modeling the inactive period should have an offset equal
to S.D.. In this way, equations (3.14) and (3.15) can be used to analyze the schedu-
lability under IEEE 802.15.4, where now n represents the number of hard messages
plus these two dummy messages. For other several related scheduling issues we refer
the interested reader to (Anta and Tabuada, 2009a).

As mentioned before, the schedulability analysis has to be based on the worst-
case inter-transmission time tmin as defined in (3.10) since the initial condition is
in general not known in advance, or disturbances might steer the system to this
worst-case condition. Nevertheless, the inherent dynamic nature of the predictive
implementation allows the scheduler to reallocate resources in an online manner.
Different strategies could be applied for the dynamic bandwidth allocation: allocate
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those GTS to soft messages, or assign the GTS among all existing messages accord-
ing to the needs of each node. For instance, a control system could take hold of GTS
slots previously assigned to other control loops in order to improve its own perfor-
mance. We recall that a drawback of this mechanism when compared to periodic
or event-based communications is that it is less robust to disturbances since sensor
nodes may be sleeping while a disturbance affects the plant. This is a motivation
for the proposed hybrid sensor communication mechanism in the following section.

3.5 Hybrid Sensor Communication

We have presented both event-based and predictive communication mechanisms
for control of linear systems, where control performance is guaranteed through a
well defined Lyapunov performance index. Event-based implementations are very
robust, but require a fixed network schedule of all the system components, where
network bandwidth is used in a conservative manner, such that a required perfor-
mance level is guaranteed. On the other hand, we also propose the use of a predictive
implementation, where a dynamic scheduling of network resources is performed, al-
lowing for a more efficient use of the network bandwidth. The drawback of this
scheme lies in the fact that if disturbances occur during inter-sampling times, they
are not detected and compensated by the control system. Naturally, one may won-
der, if an interconnection of both mechanisms would possibly join its merits and
reduce its drawbacks. We now propose such a mechanism.

According to the modified IEEE 802.15.4 MAC protocol proposed, there is the
possibility to utilize the network in both CSMA/CA during the CAP, and TDMA
during the CFP time in GTS. One natural choice for interconnecting both mecha-
nisms is to define the usage of event-based communication during the CAP and the
predictive mechanism during the CFP. In this case, the predictive implementation
would guarantee the required control performance as specified by the performance
index, and during the CAP, an event-based implementation would increase the sys-
tem’s robustness to external disturbances. This mechanism is defined as Hybrid
Sensor Communication. Since the transmission of event-based messages are sub-
ject to contention, which cause a variable delivery delay, no canceling of GTS slots
allocated by the predictive scheme is made. Note that even if a sensor node receives
an acknowledgement of successfull transmission of a sensing message, no guaran-
tees that the control input message will successfully arrive at the actuator in the
same superframe. However, we are able to guarantee that no packet is dropped by
the contention mechanism if the parameters of the CSMA/CA MAC are well de-
sign. This is the price to pay for an increased robustness againts disturbances. We
must recall that no guarantees are provided that the disturbances will be rejected
completely, since sensor and actuator messages may be subject to long delays for
high network traffic conditions. In any case, the control performance can always be
guaranteed by the predictive implementation.
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3.6 Summary

In this chapter we have proposed aperiodic implementations of control systems that
are specially designed for WNCSs. Each mechanism is achieved by jointly design-
ing the aperiodic sampling technique, the wireless MAC protocol and a scheduling
algorithm, that together guarantee a required control performance while obtaining
an efficient usage of the network resources. The use of TDMA MAC schemes are
preferred over CSMA/CA, such that real-time guarantees of control updates are
achieved. In order to implement these mechanisms, we also proposed the modifica-
tion of the current IEEE 802.15.4 MAC protocol, so a higher flexibility would be
achieved when implementing the proposed aperiodic mechanisms.

In order to implement an event-based mechanism, channel access delays must
be taken into account since each wireless node is not able to transmit a message
whenever an event occurs. This mechanism also requires a static scheduling of
network resources which is inefficient when compared to a predictive mechanism.
The predictive approach allows the possibility of dynamically allocating the network
bandwidth based on the physical system state.

A tradeoff between disturbance is rejection performance and efficiency of net-
work resource utilization is observed regarding the event-based and predictive mech-
anisms. Therefore, depending on how frequent disturbances occur in the system,
and how important they are, one of these schemes would be preferred.

By observing that the event-based and predictive mechanism could complement
eachother, we propose a novel hybrid sensor communication mechanism. In this
case, we make use of a hybrid MAC, where a TDMA MAC is used by a predictive
mechanism, guaranteeing a desired control performance level, while a CSMA/CA
MAC can be used to perform control updates, generated by local events occuring at
the sensor nodes. This mechanism has the potential of achiving robustness against
disturbances as the event-based mechanism, while allowing for a more efficient
network bandwith usage as obtained in the predictive mechanism.

All the proposed mechanisms will be implemented and evaluated in an experi-
mental setup in Chapter 4.





Chapter 4

Experimental Evaluation of Aperiodic

Networked Control Systems

In order to evaluate the performance of the aperiodic mechanisms presented in
Chapter 3, we built a lab process with a wireless network shared by two control
loops and several independent sensor nodes transmitting soft messages, with no
hard deadlines. The control loops are regulating two double-tank processes from
Quanser (Quanser, 2011), where the tanks are collocated with the sensors and
actuators and communicate wirelessly with a controller node. The soft messages
are monitoring messages with temperature, humidity and light values measured
inside the room. Figure 4.1 shows the setup of two double-tank systems and eight
independent monitoring nodes. Each double-tank is composed of one sensor and
one actuator node which communicate with the controller. The controller node is
also the network manager in our setup. A scheduler node is added to the NCS and
connected to the network manager. This unit performs scheduling computations for
each mechanism, reducing the computation load of the network manager. The NCS
will be used to evaluate the control performance, energy efficiency and network
bandwidth utilization of each of the proposed mechanisms.

The rest of the chapter is organized as follows. We introduce the communication
network of the network control system, and the MAC design for each mechanism in
Section 4.1. The double-tank system and the state-feedback controller are presented
in Section 4.2. Section 4.3 contains the experiments and the results obtained for
each aperiodic mechanism, with respect to control performance, energy and network
bandwidth utilization. Finally, Section 4.4 summarizes the experimental results.

4.1 Communication network

The wireless sensor platform chosen for this experiment is the Telos platform (Po-
lastre et al., 2005). These nodes are equipped with a 250kbps 2.4 GHz Chipcon
CC2420 IEEE 802.15.4 compliant radio and on-board sensors. Furthermore, this
node has integrated Analog-to-Digital (ADC) and Digital-to-Analog (DAC) con-
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Figure 4.1: Lab process with a wireless network. Two double-tank systems share
the wireless network with eight wireless nodes performing monitoring tasks.

verters allowing the nodes to be use as sensor and actuator nodes. The operating
system used is TinyOS (Levis et al., 2004).

We use the modified IEEE 802.15.4 MAC protocol as proposed in Chapter 3.
The standard IEEE 802.15.4 MAC protocol has been partially implemented in
TinyOS in TKN15.4 (Hauer, 2009) and validated in the Telos platform. An exten-
sion of TKN15.4 to include the CFP and the GTS mechanism has been performed
in (Hernandez, 2010) for the same platform. The implementation of the protocol
used in our setup is based on (Hernandez, 2010) with the modification presented
in Chapter 3, and detailed in (Hernandez, 2011). The code for these experiments is
available at (KTH Wireless NCS Testbed, 2011).

Additionally, we added the sniffer node CC2420 Development Kit from Texas
Instruments IEEE 802.15.4 compliant, that allows for debugging and visualization
of all the packets transmitted in the network. With this node, we are able to properly
evaluate our experimental setup and confirm the correct CAP and CFP intervals,
GTS scheduling, acknowledgments and beacon messages.

4.1.1 MAC Parameters

The NCS is composed by eleven wireless nodes, in which, two are wireless sensors
and two wireless actuators, for the two control loops, eight are monitoring nodes and
one is the network manager. For performing a control action, a sensing transmission
from sensor to controller, and an actuation transmission from controller to actuator
takes place. Therefore, since the control loop nodes must communicate during the
CFP in a GTS, the total number of GTSs should always be larger or equal than
four. In the following, we discuss the step for the three communication mechanisms:
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Event-Based Sensor Communication

In this case, all the wireless nodes will be scheduled by the network manager during
the CFP in the GTSs. The schedule is assigned at the beginning of the experiment
and kept static. The MAC communication structure is defined by one CAP slot
and ten CFP slots as the active period, followed by an inactive period where all
the network nodes are in energy mode 4. The CAP slot is selected such that the
wireless node scheduled in the first GTS has time to perform computation or sensing
tasks after receiving the beacon message and transmitting a message. We used a
S.D.= 323.1ms and a B.I.= 646.3ms. The inactive period as the same total length
as the S.D.. Each of the 11 slots has a duration of 29.4ms.

Predictive Sensor Communication

The same MAC structure and parameter choice of the event-based sampling is used
in this scheme. The difference comes on how the GTSs are scheduled by the network
manager. In this case, a new schedule is disseminated through the network in the
beacon message in every superframe.

Hybrid Sensor Communication

For the hybrid mechanism, while the predictive implementation dynamically sched-
ules GTSs for sensing and actuation in the control loop, the sensor nodes of the
control loop are able to communicate during the CAP. The allocation of the GTS
is performed dynamically by by the network manager, as in the predictive mech-
anism. Likewise, we also allow the monitoring nodes to communicated over the
CAP. The MAC communication structure is defined by 7 slots for the CAP and
4 slots for the CFP, followed by an inactive period where all the network nodes
are in energy mode 4. The same S.D., B.I., inactive period and slot duration
is used for the hybrid mechanism. Even though the soft messages are of low-
priority, for logging purposes, no data should be lost. Therefore, we set the fol-
lowing CAP parameters for the CSMA/CA mechanism, as presented in Chap-
ter 2: macMinBE = 3, macMaxBE = 5, macMaxCSMABackoffs = 4 and
macMaxFrameRetries = 3.

4.2 Double-Tank System

The double-tank system developed by (Åström and Lundh, 1992) and commercial-
ized by Quanser (Quanser, 2011), consists of a pump, a water basin and two tanks
of uniform cross sections. Figure 4.2(a) depicts the experimental apparatus, and
Figure 4.2(b) a diagram of the physical system. The liquid in the lower tank flows
to the water basin. A pump is responsible for pumping water from the water basin
to the upper tank, which flows to the lower tank. The holes in each of the tanks
have the same diameter. The sensing of the water levels Li is performed by pres-
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Figure 4.2: Double-tank system setup. Wireless sensor nodes are responsible for
sensing the water levels in both tanks, compute the control input and actuate the
water tank pump.

sure sensors placed under each tank. The ratio between the sensor measurement
and water level is given by Li = Ks · Vout, where Ks = 6.25 cm/V, meaning that
a pressure value of 1 PSI is equivalent to Vout=4.8V and Li = 30cm. The sensor
signals are connected to the Quanser Universal Power Module (UPM) (Quanser,
2011). One wireless sensor node interfaces the sensing channels of the UPM with
an ADC, in order to sample the pressure sensor values for both tanks. The plant
actuation is made through the DAC of the wireless actuator node, connected to an
amplification circuit that will convert the output voltage from [0, 2.5] V to [0, 15]
V. This voltage is fed to the UPM which actuates in the pump motor.

The nonlinear equations of motion of the double-tank system can be described
as:

L̇1 =− a1

A1

√

2gL1 +
Kp
A1
Vp

L̇2 =
a1

A2

√

2gL1 −
a2

A2

√

2gL2,
(4.1)

where, ai is the outflow diameter of upper and lower tanks, Ai is the diameter of
the upper and lower tanks, g is the gravitational acceleration in cm/s2, Vp is the
voltage applied to the pump motor, Kp is the pump motor constant, and Li is the
height of the water in both upper and lower tanks.
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Linearizing both equations around an operating point L10, L20 we obtain:

∆L̇1 =− a1

A1

√
g

2L10
∆L1 +

Kp
A1

∆Vp

∆L̇2 =
a1

A2

√
g

2L10
∆L1 −

a2

A2

√
g

2L20
∆L2,

(4.2)

where ∆L1 = L1 − L10, ∆L2 = L2 − L20 and ∆Vp = Vp − Vp0
represent the

incremental values of the state and the input with respect to the operating point.

In equilibrium, the value of the control input is Vp0
= a1

√
2gL10

Kp
and L10 = a2

2

a1
2L20.

To achieve the correct values for the parameters of the tanks, we perform the
parameter identification before running the experiments.

The goal of the experiment is to control the water level of the lower tank L2

by adjusting the motor voltage Vp accordingly. Tracking of a reference signal r(t)
can be achieved by using the feedforward tracking method (Glad and Ljung, 2000),
with the control input defined as,

u(t) = Kx(t) +Mr(t), (4.3)

where the state-feedback matrix K is assumed to be chosen so that the closed-
loop system matrix Ā = A − BK is Hurwitz. Matrix M is calculated to ensure
setpoint tracking of the undisturbed closed-loop system for a constant command
signal r(t) = r̄.

In order to apply the aperiodic implementations proposed in Chapter 3, the state
x(t) must be converging to the origin and u(t) must be a state-feedback controller.
This is achieved by shifting the system’s origin to the reference value we wish to
track. If we assume that the reference is constant, we have the new continuous-time
state-space system:

∆ẋ = A∆x+B∆u,

∆u = K∆x,
(4.4)

where ∆x(t) = x(t)− r̄ and ∆u(t) = u(t)−Mr̄, which achieves limt→+∞ ‖∆x(t)‖ =
0.

For the double-tank system, we denote x = [∆L1,∆L2], and the shifted state as
∆x = [∆L1−∆L1ref,∆L2−∆L2ref], where ∆Liref, for all i = 1, 2, is the steady-state
value of upper and lower tank. By selecting the desired reference value of the lower
tank ∆L2ref, the upper tank reference ∆L1ref, follows by solving the state-space
system in steady-state, i.e. ∆ẋ = 0.

4.3 Experiments

The experiment details and the obtained results for the NCS under different ape-
riodic mechanisms are presented and discussed below. Firstly, we provide analysis
of the control performance and energy efficiency of the control loops, and secondly
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we analyze the network bandwidth utilization when the control loops share the
network with monitoring nodes.

4.3.1 Control Loops

The goal of the double-tank experiment is to control the level of the lower tank to
a desired setpoint. An initial phase takes place to bring the water level to a value
of 5 cm, and at the start of the experiment a command is issued to raise the level
of water to 10 cm. Each wireless sensor node will sample the pressure sensors 10
ms before transmitting the sensor value message to the controller. Following the
reception of the sensor message, the controller should compute the control input u(t)
and transmit it to the actuator node. The reference value r(t) must be known both
at the sensor and controller sides in the event-based and hybrid implementations
such that the node is able to compute the triggering rule. We define that the
user sets this value at the controller, which is transmitted to the sensor node in
the beacon message. Recall that the beacon is transmitted periodically and so,
reference changes can only be performed at a rate below the beacon message. In
the predictive case, only the controller must know this value.

An input disturbance of magnitude 1 V is applied to the pump actuation at time
t = 200B.I. = 130 s. In this case, a 1 V value is added to the control input being
applied to the pump. This shows how well each mechanism rejects disturbances.
Whenever the disturbance is detected at the sensor, the node identifies its magni-
tude and transmits this information to the controller. The controller then adjusts
the control input to reject this disturbance. The experiment has a total duration of
450B.I. = 220 s.

In order to guarantee robustness of the predictive scheme with respect to dis-
turbances (Mazo Jr. et al., 2010), an upper bound on the inter-sampling times ti
needs to be imposed. We fix that bound in 10 s. The performance function S(t) in
(3.6) is identical in all the mechanisms, where we define R = 0.1Q and Q is selected
as the identity matrix. We compute the minimum inter-transmission time for this
system (as defined in (3.10)) using Lemma 4.1 in (Mazo Jr. et al., 2010), which, for
this physical system, gives a minimum time of 1 s. Hence, the inter-transmission
times τi for the control-related messages will be in the range [1, 10] s. As mentioned
in Sections 3.4.1 and 3.3.1 these times will be adjusted to τ̂i to be allocate at a
GTS. Since the B.I. is defined to be approximately 0.64 s, then τ̂i is in the range
of [0.64, 9.6] s.

A periodic implementation of the control loops is implemented for comparison
purposes. The sampling period of the periodic implementation is set to tmin = 0.64
s, given by (3.10), since stability has to be guaranteed under all possible conditions.
In this case, the sensor and actuator nodes communicate with the controller at every
B.I., and have a fixed GTS schedule.

The analysis of energy efficiency of the control loop nodes is performed with
respect to the battery life expectation. For the battery lifetime expectation calcu-
lation, we sum the total current consumption of the wireless sensor over the 220 s
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period of reference tracking and repeat it until we consume the 2900 mAh of battery
capacity.

4.3.2 Monitoring Nodes

The soft messages are transmitted by the eight monitoring nodes to the network
manager. These nodes transmit 8 bytes of data in each packet. For the evaluation of
the network bandwidth utilization in Section 4.3.4, we define two message deadline
types for the soft messages, which represent different traffic patterns that could be
found in real NCS.

Slow traffic: Slow periodic transmission deadlines, with period Tm = 5B.I. = 3.3
s, through the whole experiment.

Bursty traffic: Fast traffic during 25B.I. = 16 s, starting at t = {0, 120, 200} s
and slow traffic during the rest of experiment.

The start deadline of each of the eight nodes is randomized within the CFP for
the event-based and predictive mechanism, and randomized within the CAP for the
hybrid mechanism.

4.3.3 Control Performance and Energy Efficiency

The control performance and energy efficiency is evaluated for one of the double-
tank system, considering each mechanism. With respect to control performance, we
analyze both the time-response of the water levels and the Integral of the Absolute
Error (IAE) of the lower tank water level (see Appendix A.1 for the definition),
before and after the occurrence of the disturbance, as well as the overall IAE. The
number of updates transmitted by the sensor to the controller and the respective
battery consumption of the node characterize the energy efficiency of the mecha-
nism.

Event-Based Sensor Communication

In this scheme, the sensor node of each double-tank performs the implementation
provided in Section 3.3. Figure 4.3 shows the time response and inter-transmission
times of one double-tank system for event-based and periodic mechanisms. It is
observed that both control implementations track the reference signal with similar
behavior. The inter-transmission times τi vary between 1.3 s and 9.6 s, leading
to a significantly lower number of transmissions than the periodic scheme, but still
achieving similar transient response and disturbance rejection. Table 4.1 depicts the
values for the IAE, number of transmissions and battery life span of the wireless
sensor nodes. The IAE analysis show that the event-based scheme outperforms the
periodic implementation. This results is due to the fact that at start, the water flow
rate is high, and no adjustment is made until the second transmission arrives at the
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Figure 4.3: Experimental results for event-based sensor communication. The upper
plot depicts the evolution of the water tank level and middle plot the control input
values for event-based mechanism (red) and a periodic controller (blue). Upper
(dash-dotted line) and lower (solid line) water levels are presented. The rise time for
event-based scheme is faster than the periodic. Short inter-transmission times (lower
plot) are observed when the water level approaches the setpoint, and when the
disturbance is rejected. Approximately the same disturbance rejection performance
is observed. The sampling period for the periodic control is 0.64 s.

controller. A faster rise time is achieved, followed by a fine adjustment of the water
level when closer to the reference. Even though the number of transmissions of the
event-based scheme is only 14.1% of the periodic, the battery lifetime increase is of
54.4% and not 700% as it could be expected, if only the number of transmissions
would consume battery. This difference originates from the fact that the wireless
nodes still need to turn on the radio and µC to receive the beacon message at each
B.I., and spend energy during the inactive period. Therefore, high reductions in
the number of transmissions do not imply the same ratio of energy savings. This
motivates the enlargement of the B.I. in order to increase battery lifetime, which for
this dynamical system and controller design, was not possible to achieve in order
to guarantee stability, as defined by (3.10).

Predictive Sensor Communication

The implementation follows the definitions presented in Section 3.4. We define two
different ranges of deadlines for the soft and the hard messages, to avoid having
soft messages blocking hard messages. The scheduler computes the deadlines for the
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Figure 4.4: Experimental results for predictive sensor communication. The same
signals are shown as in Figure 4.3. Similar transient responses to the event-based
case are obtained. However, disturbance take a longer time to be rejected since the
sensor node is not active at the disturbance input time.

sensor and actuator messages according to (3.13). After the schedule is computed,
it is transmitted to the network manager which configures all the nodes in the
network in the following beacon message. The scheduling phase takes place during
the inactive period.

Figure 4.4 shows the time response and inter-transmission times of one double-
tank system for predictive and periodic mechanisms. As in the previous case, both
control implementations track the reference signal with similar behavior. The inter-
transmission times τi vary between 4.48 s and 9.6 s, leading to a much lower number
of transmissions than in the periodic scheme, and lower than the event-based mech-
anism. Table 4.1 presents the results. The IAE analysis show that the predictive
scheme outperforms the periodic and event-based scheme during the transient, since
its IAE is lower, but has a much worse performance when rejecting the disturbance.
This occurs due to the fact that the sensor node is only active at transmission times,
and not at every superframe, like the event-based or periodic schemes. The predic-
tive scheme allows for an even higher reduction of the number of transmissions.
However, since the event-based mechanism and predictive share the same perfor-
mance criterion, both are expected to have the same behavior, in the absence of
disturbances. This can be explained by the fact that noise affects the real plant.
In fact, since the event-based scheme verifies the triggering condition at every B.I.,
any noise that may occur at those times, may have a higher effect in the triggering
rule computed by each of the mechanisms.
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Figure 4.5: Experimental results for hybrid sensor communication. The same signals
are shown as in Figure 4.3. Similar transient responses to the event-based case
are obtained. Benefits arise when using event-based sensor communications, since
disturbance rejection is improved, while achieving the same control quality during
transient as the predictive scheme. The red star marker represents an event-based
transmission and the blue round marker represents a predictive transmission.

The number of transmissions using this scheme is 9.8% of the periodic, and
lower than the event-based mechanism. This can be explained using the arguments
as above, due to the noise affecting the sensor readings. The battery lifetime is in-
creased by 58.6% compared to the periodic scheme, while maintaining good control
performances.

Hybrid Sensor Communication

The implementation follows the definitions presented in Section 3.5. The sensor
nodes compute locally the condition 3.5, and are able to transmit during the CAP
if the condition is violated, in an event-based fashion. We choose to implement
the case when the triggering rule is computed during the superframe at all times.
We denote this by HybridCS since a continuous supervision of the triggering rule
is performed. Note that this mechanism differs from the one implemented in the
event-based mechanism since in that case, a ∆ step-ahead prediction is performed
once every superframe at the GTS, and no continuous supervision is performed.

Additionally, the predictive mechanism schedules the GTS to be used by the
control loops, with real-time guarantees. Low-priority monitoring nodes also trans-
mit during the experiment, with a bursty traffic pattern. Since the communication
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Table 4.1: Performance evaluation of the proposed aperiodic mechanisms. The IAE
performance indicator for different experiment phases, number of updates (Nupdates)
and battery life in days, are depicted for each of the mechanisms.

Scheme IAE[0,130] IAE[130,220] IAE[0,220] Nupdates Battery life (days)

Event-based 70.78 12.48 83.22 49 982.57

Predictive 67.96 28.73 96.63 34 1010.18

HybridCS 67.05 16.51 83.52 36 63.66

Hybrid∆ 67.05 16.51 83.52 36 905.35

Periodic 73.08 15.42 88.43 347 636.81

during the CAP is performed with a CSMA/CA mechanism, no real-time guaran-
tees can be provided for the events generated by the sensors. Moreover, with the
defined MAC parameters for the CSMA/CA mechanism in Section 4.1.1, no packet
is dropped by the sensor since the traffic is not high enough to reach the maximum
number of retransmissions.

Figure 4.5 depicts the time response and inter-transmission times of one double-
tank system for the hybrid and periodic mechanisms. As in previous cases, the con-
trol implementations track the reference signal with similar behavior. The inter-
transmission times τi are depicted for the case in which the transmission was gen-
erated by the event-based or the predictive mechanism. As seen in the figure, only
predictive transmissions take place during transient, and event-based transmissions
occur during the disturbance rejection phase. Table 4.1 depicts the results for this
mechanism as HybridCS . The IAE during the transient is kept close to the predictive
scheme, as expected. The benefits of using the hybrid scheme become clear when
the disturbance occurs. In this case, event-based transmissions occur, rejecting the
disturbance faster than with the periodic scheme.

As observed in the battery life results, there is a large difference between the
HybridCS implementation and the results observed until now with the other mech-
anisms. This results from the fact that if the µC is kept computing for all times
(mode 3 in Table 3.1, Chapter 3), no large savings are performed. In this way, the
baseline energy consumption is high, since the node never sleeps (mode 4). For
comparison purposes, we also show the case in which the hybrid scheme would be
implemented using the ∆ step-ahead prediction as in the event-based mechanism,
in Table 4.1. We denote it by Hybrid∆. In this case, we assume that the sensor
node, at the beacon reception time, computes if condition 3.5 will be true during
the current superframe. If the condition is verified, the sensor node attempts to
transmit during the CAP. In this case, the battery life increases to the same levels
as the other aperiodic schemes, since mode 4 is used most of the time, and the node
is set to sleep if no transmission takes place.

The number of transmissions of the hybrid scheme is 10.1% of the periodic
and lower than the event-based scheme, but the battery lifetime stays below the
one achieved using the event-based scheme. This comes from the energy required
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to check condition 3.5 ate every superframe, and the event-based attempts, when
rejecting the disturbances.

4.3.4 Network Bandwidth Utilization

The network bandwidth utilization is characterized by how well the network is
shared among the wireless nodes. In the experiments shown, the control loops had
real-time deadlines that were achieved by allocating the transmissions in the GTSs.
The remaining GTSs were shared by the low-priority monitoring nodes, in the
event-based and predictive mechanisms, while these nodes used the CAP to trans-
mit messages in the hybrid mechanism. We analyze the latency experienced by
these nodes in each of the mechanisms. By latency we mean the time between the
transmission deadline expired, and the moment where an acknowledgment was re-
ceived for that particular message. The deadlines are the same as the transmission
times defined in Section 4.3.2.

Figure 4.6 depicts the latency analysis of the monitoring wireless nodes, with
respect to the traffic patterns. For each mechanism, the it is shown the minimum,
maximum and mean value of the latency for all the eight nodes during the experi-
ments. These values are the averages of three experimental runs. By using a bursty
traffic pattern, the latency also increases for all schemes, with a higher impact in
the event-based mechanism, since it is based on a static scheduling mechanism. In
this case, the queue of soft messages is large, since only 6 slots of the superframe
are available to be shared among 8 monitoring nodes. We remark that the periodic
scheme has the same results of the event-based scheme, since static scheduling is
also performed. For the predictive scheme, the benefit of using a dynamic scheduling
mechanism is clearly observed. By adjusting the GTS scheduling as a function of the
control requirements, more space is available for the monitoring nodes to transmit.
The hybrid mechanism was evaluated with eight, ten and twelve monitoring nodes,
but no differences in the latency values were observed. This mechanism shows the
best network bandwidth utilization since its latency is low, when comparing to the
other schemes, and its latency stays always between [1, 40] ms. Each node is able
to transmit messages during the CAP, where several other nodes may attempt to
transmit. However, no GTS scheduling queueing will occur in this case. Naturally,
there is an advantage to allow monitoring nodes to transmit soft messages during
the the CAP, instead of being allocated in GTSs.

4.4 Discussion

Experiments have been performed to evaluate the aperiodic mechanisms proposed in
Chapter 3. All the mechanisms achieve setpoint tracking and disturbance rejection,
with closed-loop control performances close to the ones obtained with a traditional
periodic paradigm. These benefits can also be seen both in terms of energy savings
and network bandwidth utilization. As expected, the predictive mechanism is slower
when responding to disturbances, and so, by introducing the hybrid mechanism,
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Figure 4.6: Latency analysis of the monitoring wireless nodes, with respect to the
traffic pattern. For each mechanism, the plot represents the minimum (lower bar),
mean (round marker), and maximum delay (upper bar). Note the scale difference
in both traffic patterns. By increasing the generation of messages, the latency also
increases for all schemes, with a higher impact in the event-based mechanism, since
it is based on a static scheduling mechanism. The latency of the predictive mecha-
nism is kept at low levels, since the GTS scheduling for control loops is dynamically
adjusted as function of the control requirements. The worst case delay observed for
the hybrid mechanism under slow traffic in 40 ms for all traffic conditions.

better control performances are achieved. Despite providing a lower battery lifetime
expectation, the hybrid scheme provides an efficient network bandwidth utilization
by making use of the CSMA/CA mechanism of the IEEE 802.15.4-based MAC.
Therefore, there always exists a trade-off between control performance together
with efficient network bandwidth utilization and the energy consumption of the
wireless nodes in an NCS.





Chapter 5

Event-triggered PI Control

Since its creation in 1910, the proportional-integral-derivative (PID) controller has
been applied to solve many control problems. Even though many controller choices
are currently available, PID controllers are still by far the most widely used form of
feedback control. In process industry it is know that 90% of the control loops are
regulated by PID controllers (Åström and Hägglund, 2011). Most control loops are
Proportional-Integral (PI) controllers since the derivative part is usually not used
in practice (Åström and Hägglund, 2011). The implementation of PI controllers
has always been performed by assuming that sensing, computation and actuation
is performed periodically. With the introduction of networked control, the devel-
opment of new PI tuning methods and controller structures was required. This
originated from the fact that the network introduced large communication delays
and loss of information. See (Eriksson, 2008) for an overview of design methods
of PID controllers for NCSs. As already mentioned in Chapter 2, there is a great
interest of introducing wireless communications in industrial process control. The
main challenge of wireless NCSs in this application is that of guaranteeing suitable
control performance while achieving the largest life span of the wireless devices.

As presented in Chapter 3, aperiodic sampling techniques for control, efficiently
use the NCS resources, such as energy consumption of the wireless devices and
network bandwidth. This is achieved by exchanging information between sensor,
controllers and actuators only when relevant information is available. However,
these techniques have not yet been implemented in real systems.

The steady-state performance required by most industrial processes has never
been a concern for control engineers. Currently, PI controllers are employed period-
ically, achieving zero steady-errors errors, while rejecting any possible disturbances
affecting the control loop. When introducing a new paradigm of aperiodic sam-
pling, such as event-triggered control, these characteristics appear to be no longer
valid. Particularly, the implementation of improper sampling techniques and con-
troller structures may give rise to fast limit cycles of the process output, as observed
by (Årzén, 1999; Cervin and Åström, 2007; Durand and Marchand, 2009; Vasyu-
tynskyy and Kabitzsch, 2007). A common conclusion of previous studies has been
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that a large integral component of the controller, due to long time-intervals between
control updates, appear to be the cause of fast limits cycles. Another issue arising
from the implementation of event-triggered PI controllers is that a sticking effect
may occur. This effect is characterized by the absence of events, even when the plant
output is far from the desired setpoint. Previous works have proposed methods to
enhance event-triggered PI controllers performance. However, no analysis of long-
term steady state conditions were proposed. In this chapter, we propose solutions
to these issues which allow for the introduction of event-triggered PI controllers in
wireless industrial process control.

This chapter is organized as follows. We start by describing the problem we aim
at solving in Section 5.1. In Section 5.2 we introduce the potential issues of imple-
menting event-triggered PI controllers. An overview of aperiodic sampling methods
is given in Section 5.3, followed by new event generation proposals. PI controller
design and analysis is given in Section 5.4. The developed ideas are illustrated in
simulation studies presented in Section 5.5. Section 5.6 gives an overview of the
obtained results and concludes the chapter.

5.1 Problem Formulation

The design of event-triggered PI controllers for industrial process control is ad-
dressed in this chapter. Figure 5.1 depicts the event-triggered control architecture.
Events are generated by an event generator, which decides when measurements
should be communicated from the sensor to the PI controller. The PI controller is
updated upon the arrival of new sensor measurements, and a new control input is
computed. The control input is sent to the actuator, performing feedback control of
the plant. The condition implemented at the event generator, such that if violated
a transmission occurs, is denoted by triggering rule. The actuation is implemented
in a Zero-Order-Hold (ZOH) fashion, the control input signal is constant between
the arrival of sensor measurements.

Consider a linear time-invariant continuous and first-order stable plant in state-
space form,

ẋp(t) = axp(t) + bu(t), a < 0 (5.1)

y(t) = xp(t), (5.2)

where xp(t) ∈ R is the plant state, u(t) ∈ R is the control signal and y(t) is the plant
output. Let us denote the error e(t) = r(t) − y(t) = r(t) − xp(t), which describes
the difference between the reference to be tracked and the current output. An ideal
continuous-time PI controller calculates the control signal u(t) as,

u(t) = Kp
(

e(t) +
1
Ti

∫ t

0

e(τ)dτ
)

, (5.3)
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where Kp (proportional gain) and Ti (integration time) are the controller tuning
parameters. Often, the PI controller is also expressed in the equivalent form

u(t) = Kpe(t) +Ki

∫ t

0

e(s)ds, (5.4)

where Ki = Kp
Ti

and is denoted by the integral gain. Currently, PI controllers are
implemented in a discrete-time form in digital devices. A sampled implementation
of the PI controller, using Euler’s approximation for the integral term, is given by:

xc(tk+1) = xc(tk) + ∆Te(tk) (5.5)

u(tk) = Kpe(tk) +Kixc(tk), (5.6)

where ∆T = tk − tk−1 is the inter-sampling time, tk is the current sampling time,
xc(tk) is the integral state of the controller at time k and e(tk) is the output error
at time tk.

In this chapter, we aim at finding an event-triggered PI controller which:

1. Achieve similar control performances of a periodically sampled PI controller,
when performing reference tracking and disturbance rejection and

2. Generate a low amount of sensor communications, while guaranteeing suitable
control performances,

where control performance must be evaluated not only during the transient, but in
steady-state conditions.

Usually in industrial process control systems, the model of the real plant is not
available and simple first-order approximations are available, as noted in (Åström
and Hägglund, 2006). We develop the event-triggered architecture to be model-
independent. By model-independent we mean that event generators should not use
the model in the triggering rule, and that model-based (feedforward) control should
not be employed. In the current periodic control architectures, the reference signal
is selected at the controller unit and proper reference tracking is performed. In the
current event-triggered architecture, we would like to keep this constraint, where
the reference signal is not transmitted to each event generator, but is available only
at the controller. This restriction would avoid communication between controllers
and sensors.

Before designing event generator mechanisms and PI controller structures we
summarize the potential issues of event-triggered PI controller reported in the liter-
ature (Årzén, 1999; Cervin and Åström, 2007; Durand and Marchand, 2009; Vasyu-
tynskyy and Kabitzsch, 2007).

5.2 Potential Issues with Event-Triggered PI control

When performing sensing and actuation in an event-triggered fashion, the infor-
mation is transmitted aperiodically, possibly with quantized measurements with
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Figure 5.1: System Architecture for event-triggered control composed by sensors,
actuators, controllers and event generators. A decision on the moments of transmis-
sion of information between components in the closed loop is managed by event-
generators. Each component in the control loop may be perform synchronous or
asynchronous actions.

large quantization steps. These two properties are known to generate fast limit
cycles and large oscillations, which may have a large impact in the control perfor-
mance (Vasyutynskyy and Kabitzsch, 2007; Cervin and Åström, 2007; Ploennigs
et al., 2010). Another issue with event-triggered PI control is that output of the
plant may “stick” and no new transmissions are sent to the controller by the event
generator(Vasyutynskyy and Kabitzsch, 2007). This can happen regardless of how
far the plant output is from the reference signal.

5.2.1 Sticking Effect

The sticking effect is characterized by the absence of new sensor transmissions to
the controller, when the plant output, y(t) is not equal to the reference signal. This
issue may arise when using PI controllers in ZOH fashion a triggering rule with, e.g.,
output deadband sampling at the event generator, which is proposed in (Åström
and Bernhardsson, 1999; Årzén, 1999; Vasyutynskyy and Kabitzsch, 2007). Figure
5.2(a) illustrates the sticking effect, when deadband sampling is applied together
with a sampled PI controller (5.5) and (5.6), with aperiodic updates. This triggering
rule consists on transmitting a new measurement when |y(t) − y(tk)| > ε, where
ε = 0.05. The control objective is to track a reference signal r(t) = 1. The output
error remains at e = −0.25 after the last sample is taken at t = 3.6 s. No more
events are generated since the control input value u = 0.78 achieved an output
value y = 1.25 which is inside a deadband, no more deadband crossings occur.
As observed in (Vasyutynskyy and Kabitzsch, 2007), the sticking effect happens in
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(a) Sticking effect
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(b) Large oscillations

Figure 5.2: The sticking effect and large oscillations occurring in event-triggered PI
control implementations. Plant output (solid), control input (dash-dotted), sam-
ples (vertical dotted line), and reference signal (dashed). Figure 5.2(a) depicts the
time-response and intertransmission times given by a sampled PI controller with
aperiodic updates governed by deadband sampling. The sticking effect occurs at
t = 3.6 s and no more events are generated. Figure 5.2(b) shows the effect of the
addition of a time-out function in the event-generator, with time-out value of 20 s.
A poorly designed event-triggered PI controller generates large oscillations of the
plant output.

the moments when both output and control input become with opposite derivative
signs, as in the peak of an overshoot.

The authors in (Årzén, 1999; Vasyutynskyy and Kabitzsch, 2007) suggest to
introduce a time-out at the event generator to avoid this issue. Whenever a max-
imum period of time has passed, a new control update is performed. This feature
may cancel the benefit of using event-triggered sampling, since sensors will even-
tually transmit periodically. If the period is selected too large, large oscillations
may occur together with as large oscillations as we observe next. One way to avoid
this issue is to take the reference signal into account at the event generator and
design a triggering rule based on how far the output y(t) is from the reference value
r(t). Therefore, it may not be possible to require the reference signal to be only
available at the controller when performing event-triggered PI control. In Section
5.3 we propose suitable event generator designs to overcome the sticking effect.

5.2.2 Limit Cycles and Large Oscillations

Limit cycles and large undamped oscillations may occur in event-triggered PI con-
trol. These effects occur due to the following facts 1) the measurements received at
the controller have large quantization step sizes, where not enough information is
available to calculate the controller input to drive the output of the plant to the



56 Event-triggered PI Control

desired reference, and 2) the integral contribution of the state, may destabilize the
system for large inter-transmission times. An example of this issue is depicted in
Figure 5.2(b), where large oscillations are observed. The time-out method described
earlier is used with time-out value of 20 s. This method is applied together with the
classic PI controller (5.5), (5.6) for a scalar plant with a = −1, b = 1. Since a long
time can occur between two transmissions, the integral state of the controller (5.5)
may be too large, generating strong actuation inputs. For smaller time-out values
this behavior could be reduced, but more transmissions would occur.

This issue introduces undesirable output behavior and a high number of mes-
sage transmissions. Therefore, it is important that a suitable structure of the PI
controller is designed, overcoming these drawbacks. We propose such controllers in
Section 5.4.

5.3 Event Generator Design

In this section, we survey triggering schemes previously proposed in the literature
and provide an analysis on their applicability to the event-triggered PI architecture.
The event generator must be able to avoid the sticking effect and steady-state errors,
while generating a low number of sensor transmission.

5.3.1 Previous Proposals

Several event-triggering methods have been proposed in the literature in the past
decade. We survey all relevant triggering methods, and divide them according to
requirement of the event generator to know the reference value, or if it can be only
available at the controller. Moreover, we are also concerned if a specific triggering
method is based on the plant model or not.

We denote x∆(t) = x(tk) − x(t), where x(tk) is the last sampled value of the
state, and x(t) is the continuous-time state, y∆(t) = y(tk)− y(t), where y(tk) is the
last sampled value of the output, and y(t) is the current output value.

No reference available at event generator

The following approaches do not require the knowledge of the the reference signal
r(t) at the event generator.

Trigger on |y∆(t)| ≥ ε - This is the Lebesque sampling, introduce in (Åström and
Bernhardsson, 1999, 2002), also referred as deadband sampling in e.g. (Otanez
et al., 2002; Vasyutynskyy and Kabitzsch, 2007; Ploennigs et al., 2010). The
main issue with this sampling method is that the sticking effect may occur as
described in Section 5.2.1.

Trigger on |
∫ t

tk
y∆(t)| ≥ ε - This method is denoted as Integral Deadband (ID)

sampling in (Ploennigs et al., 2010). This method is proposed to avoid the
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sticking effect. However, if a disturbance would take place after a sample is
taken that would drive y(t) = y(tk) constant, then the system would still
experience the sticking effect.

Both of these techniques are not able to eliminate the stickiness effect and must
require additional conditions at the event generator. The authors propose the use
of a time-out, which have the drawbacks observed in Section 5.2.1.

Reference available at event generator

These proposals assume that a reference signal r(t) can be transmitted from the
controller to the event generator.

Trigger on |e(t)| = ε and if e(t) > ε sample periodically - This case was pro-
posed in (Heemels et al., 2008) and guarantees ultimate boundedness of the
state x(t). The benefits of event-triggered control are not maximized in this
case, since the transient response will always be performed periodically.

Trigger on |x∆(t)|
|x(t)−xss|

≥ ε, 0 < ε < 1 - This method was proposed in (Tabuada,
2007) and guarantees input-to-state stability of the plant, where ǫ is a design
parameter. The model of the plant is required so xss can be calculated, where
xss = limt→∞ x(t) denotes the steady-state value of the plant, i.e., the equi-
librium point. See (Altaf et al., 2011) for details on the application of this
triggering rule for PI controllers. In (Garcia and Antsaklis, 2011b), the au-
thors propose an extension of this technique to deal with model uncertainties.

Trigger on V (t) ≥ S(t) - This triggering rule was proposed in (Mazo Jr. et al.,
2009, 2010) and is the basis of the aperiodic architecture in Chapter 3. The
model of the plant is also required to be known at the event generator for
designing V and S.

Trigger on |xCT (t)− x(t)| ≥ ε - This method was proposed by (Lunze and Lehmann,
2010) and is defined as state-feedback event-based control. An event-based PI
controller is proposed in (Lehmann, 2011) based on this triggering scheme.
The state xCT (t) denotes the continuous-time value of the state given by the
model, instead of comparing x(t) to the last transmitted value x(tk), as seen
in all the other triggering methods. Methods to deal with model uncertain-
ties for this scheme are proposed in (Lehmann, 2011; Garcia and Antsaklis,
2011a).

As it can be seen, all but the triggering rule proposed by (Heemels et al., 2008),
requires the full knowledge of the model, or at least an uncertain version of it, to
be implemented. However, all methods required the reference signal to be known
at the event generator. Since our motivation is not to use the plant model, we
cannot design the event generator following these approaches. However, the methods
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proposed in (Garcia and Antsaklis, 2011a) appear to be very suitable for performing
closed-loop system identification with event-triggered control. In all these cases, the
sticking issue does not occur if the integral state of the controller is defined as part
of the state x(t), used in the triggering rule. See (Altaf et al., 2011) for an example
of this approach.

5.3.2 New Proposals

In order to achieve suitable event generator designs for event-triggered PI con-
trol, we re-configure some triggering rules previously propose and propose a novel
triggering method based on the control input signal.

Integral Deadband

To remove the sticking problem one can either implement a time-out mechanism
at the event generator or allow the reference signal to be available at the event
generator. Using an ID triggering rule may lead to the sticking effect only in the
case of external disturbances affecting the plant. This characteristic motivated the
design of the following rules:

Trigger on |z∆(t)| ≥ εND - This method is denoted as the Norm Deadband (ND),
where we define z∆(t) = z(tk) − z(t), and z(t) = [x(t) xc(t)]T , where xc(t)
is the integral state of the controller (5.5). This value must be calculated at
the event generator. This technique resembles the one proposed in (Tabuada,
2007), without the scaling of z∆(t) by (z(t) − zss). Note that without the
scaling z(t)−zss), the knowledge of the plant model is no longer required. The
drawback of this scheme is that taking Eucledian norm of the the extended
state vector, one only accounts for the interaction of both states and not each
independently. This may lead to conservative triggering of events by the event
generator.

Trigger on |x∆(t)| ≥ ε and |xc∆(t)| ≥ εc - We denote this method as State and
Integrator Deadband (SID), where xc∆(t) = xc(tk) − xc(t). In this case we
must define ε and εc separately which allows for increased design flexibility.

Although these triggering schemes require the availability of the reference value
at the event generator, their design is not based on the plant model. Higher bene-
fits with respect to a reduction of the number of sensor transmissions is expected
these types of triggering rules, instead of sampling according to a maximum inter-
transmission time as in the time-out scheme. Naturally, by imposing a maximum
value for the inter-transmission times one is reducing the benefits of event-triggered
control. The stickiness effect is avoided by designing the triggering rule based on the
integral state xc(t) (5.5). The integral state will never stop increasing or decreasing
while y(t) 6= r(t), thus it generates events until y(t) = r(t). Note that all the above
schemes are based on either the state of the plant, the output error or the state
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of the controller. We now propose a different triggering rule, based on the control
input signal, calculated at the event generator.

Control Input Sampling

If one has to drive the output of the system into a given reference value, and the
system is already moving towards the reference, would it be necessary to take more
samples? In this case, the input signal may have small variations during transient,
and if a new control action would be issued, its effect could be almost negligible.
Therefore, it appears to be unnecessary to generate an event based on the output
y(t) or the plant state x(t) without taking the control input into account. We
propose a triggering rule based on the control input, since we believe an event
should only occur when a meaningful variation on control action is required. In this
way, we propose the following triggering scheme,

|u(tk)− u(t)| ≥ ε, t ≥ tk, (5.7)

where u(tk) is the last control input signal sent to the plant actuator, and u(t) is the
computed control signal of the PI controller at the event generator. The triggering
procedure is as follows. A ZOH samples the signal x(t) at a fast rate ∆T̄ , i.e.,
ts+1 − ts = ∆T̄ , and sends this value to the event generator. The controller at the
event generator, calculates the integral state and control input value according to
(5.5) and (5.6). Then, an event may be generated if (5.7) is violated. The underlying
sensor sampling period ∆T̄ << ∆T , where ∆T is the inter-transmission time of
sensor measurements. When an event is generated, either the control input value
u(tk) at the triggering instant or the current plant state x(tk) could be transmitted
to the controller. By transmitting u(tk), the control input value will be a quantized
version, with quantization step ε, of the sampled PI controller (5.6). The control
input being applied to the plant is then represented by:

u(tk) = u(tk−1) + ε. (5.8)

Therefore, the control input will be constrained by the quantization step ε,
where this value specifies how far the control input will be from the desired steady-
state control input uss that achieves y(t) = r(t), in steady-state. The smaller the
ε the better performance is achieved, while more events will by generated. One
drawback of this controller is that a limit cycle will always exist if the control
deadband u(tk) 6= uss for all tk. Only if a deadband crossing point is placed exactly
at the uss value, one achieves zero steady-state errors. If that case does not occur,
the controller will always be characterized by limit cycles in steady-state, where
the control input will vary around the steady-state control input uss value. The
frequency of the limit cycles will be given by the PI parameters combined with the
deadband value ε. Note that by governing the transmission of sensors measurements
by a triggering rule based on a PI controller value u(t), no stickiness effect occurs,
since if the PI controller contains an integral state. Therefore, u(t) will be increasing
or decreasing while y(t) 6= r(t).
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PI controller

x(t)

u(ts) = Kpe(ts) +Kixc(ts)

xc(ts+1) = xc(ts) + xi(∆̄T )e(tj)

u(ts)
u(tk)

|u(tk−1)− u(ts)| = εCI
to controller

r(t)

x(tk)

Figure 5.3: Event generator design for control input sampling. In this case, a PI
controller is implemented at the event generator. An event is generated when the
difference between the calculated control input u(t) and the current control input
value u(tk−1) differ by a quantity εCI .

A solution to the limit cycles issue is to switch off the event generator when the
plant output y(t) is close enough to the reference value. In that case, a zero steady-
state error is achieved, but can be small if ε is properly designed. Another solution
can be to generate events based on control input u(t), but instead of applying the
control input value at event times u(tk) to the plant, we let the PI controller decide
which value to apply. The main idea is to decouple the PI controller for which
the event-generator is designed, from the one that is responsible for the actuation
of the plant, and implemented at the controller. Different types of controllers at
the event generator and at the controller can be implemented to achieve suitable
performances. The controller at the event generator runs periodically with period
∆T̄ , and the control algorithm at the controller, is updated by the reception of new
sensor messages, occurring with inter-transmission time ∆T >> ∆T̄ . Therefore,
suitable controllers to reduce or eliminate limit cycles can then be designed at the
controller. We define this triggering rule as Control Input sampling (CI). Figure 5.3
depicts the triggering mechanism.

The triggering rule we present is solely based on the control input value com-
puted at the event generator. However, we believe that other types of triggering
rules could eliminate the sticking effect and generate events strictly when necessary.
We are currently looking at finding other triggering rules which would represent the
real need of a control update to be performed, as an optimal triggering rule.
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5.4 PI Controller Implementations

Suitable PI controller structures must be devised to overcome the limit cycles and
large oscillations observed in Section 5.2. We start by presenting a formal structure
for representing generic PI controllers, which are instrumental for the interpretation
of the PI controller behavior when implemented in an aperiodic fashion. Further-
more, we propose the use of an enhanced PI controller based on a controller struc-
ture that has been proposed in (Song et al., 2006), for wireless industrial process
control, and provide simple analysis on the stability of such controller.

5.4.1 Sampled PI Controller

Recall that the sampled implementation of a PI controller is represented by (5.5)
and (5.6). Let us now introduce a new state variable xi(t) which we denote the
integral weight. Rewriting (5.5) and introducing xi(tk), we obtain

xc(tk+1) = xc(tk) + xi(∆T )e(tk) (5.9)

which together with the control input u(tk) (5.6), we denote as the generic PI
structure. In order for (5.9) to represent the periodic implementation of a sampled
PI controller as in (5.5), xi(tk) is defined as,

xi(∆T ) = tk+1 − tk = ∆T, (5.10)

where the integral weight xi(∆T ) is reset to zero every time an event is generated
and a sampling occurs.

It is clear that as the time from the last sample increases, the integral weight
xi(∆T ) grows linearly with ∆T , leading to high integral state values and strong
control actions. This fact is responsible for generating limit cycles and oscillations
in steady-state when sampled PI controllers are implemented aperiodically, as seen
in Section 5.2.2 and reported in (Vasyutynskyy and Kabitzsch, 2007). An inter-
pretation of this situation is that the PI controller does not yield the closed-loop
system stable for such large inter-transmission times. In that case, whenever the
controller is updated, a destabilizing control input is applied, generating short inter-
transmission times and suitable control inputs. This cycle will continue to occur and
no asymptotic convergence to the reference value is possible to be achieved. How-
ever, this effect may be eliminated by properly designing xi(∆T ) as we present
next.

5.4.2 Modified PIDPLUS Controller

A new PID controller denoted as PIDPLUS has been proposed in (Song et al.,
2006) to cope with packet losses and delays when PI controllers are implemented
over networks. The main idea of this PID structure is to scale the integral and
derivative terms as a function of the inter-sampling time, ∆T . Since our study
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deals with PI controllers, we disregard the derivative part of the PIDPLUS. We
will first present the structure as it appears in (Song et al., 2006), and show that
it is possible to transform it to the generic PI structure as in (5.9).

From (Song et al., 2006), the PI controller is defined as,

F (tk+1) = F (tk) +
[

u(tk)− F (tk)
](

1− e−∆T
Ti

)

(5.11)

u(tk) = Kpe(tk) + F (tk) (5.12)

where F (tk) is denoted as a “filter” by the authors, and replaces the integral term
of the sampled PI controller. Although presented with a special structure, the PID-
PLUS can be expressed in a generic PI controller form. By inserting (5.12) in (5.11),
and denoting F (tk) as xc(tk), we obtain

xi(∆T ) =
Kp
Ki

(1− e−
Ki
Kp

∆T ). (5.13)

Recall that xi(∆T ) is reset to zero at each sampling event. This is the PIDPLUS
controller represented in the generic PI structure form.

We observe that the benefit of using PIDPLUS comes from the fact that xi(∆T )
is always bounded by Kp

Ki
as the inter-transmission time ∆T increases, instead of

growing linearly with ∆T as the periodically sampled implementation. However, for
small ∆T , both controllers are the same. This is proved by performing a Taylor’s

expansion of the term e−
Ki
Kp

∆T in (5.13) and so,

xi(∆T ) =
Kp
Ki

(

1− 1 +
Ki
Kp

∆T +O(∆T 2)
)

(5.14)

= ∆T + O(∆T 2), ∆T → 0 (5.15)

The integral weight xi(∆T ) updating the integral state xc(tk) (5.9) for large inter-
transmission times is small resulting in softer control inputs. Since Ki multiplies
by xc(tk) in (5.6), the update of xc(tk) is governed by Kp(1− e−

Ki
Kp

∆T )e(tk), since
Ki is canceled in (5.13). Therefore, the parameter Kp will be of major importance
for determining the behavior of the controller response, according to the inter-
transmission time ∆T .

The PIDPLUS has the goal of reducing limit cycles when in steady-state and
achieving suitable control performances. Our intuition is that the integral update
is the main cause of aggressive control actions, and therefore, the integral weight
xi(tk) must be properly tuned.

Normally, in the case of first order systems, fast limit cycles occur and are
characterized by a fast switching between a sequential and finite set of control input
values, around the steady-state control input uss. This occurs since the implemented
controller, receiving measurements in an aperiodic fashion given by the limit cycle,
is not able to converge to uss as in a periodic implementation.

In order to smooth the frequency of the limit cycle and any large output oscil-
lations, we propose the use of a control input smoothing filter in the form,
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ū(tk) = αu(tk) + (1− α)ū(tk−1), (5.16)

where ū(tk) represents the filtered value of the control input, which is sent to
the actuator. The parameter α must be tuned appropriately to obtain the desired
smoothing of output oscillations. We remark that this filter is in discrete-time form,
and α does not depend on the inter-sampling time.

In this section, we have proposed a generic PI controller structure wish pro-
vide an insight on the behavior of PI controllers when implemented in an aperiodic
fashion with large inter-transmissions times. Moreover, we have presented the PID-
PLUS controller which may be suitable for event-triggered PI control, if properly
tuned. Additionally, we proposed the modification of the PIDPLUS with the addi-
tion of a smoothing filter to its output. We now provide simple stability analysis of
the presented PI controllers in order to gain analytical intuition to its behavior.

5.4.3 Stability Analysis

No evaluation of the PIDPLUS in an event-triggered setting has been made in
the current literature. However, analysis on the performance under packet losses
and delays of the PIDPLUS against a PI and PID controllers have been proposed
by (Kaltiokallio et al., 2010; Ungan, 2010).

Both the periodically sampled PI controller and the PIDPLUS introduced earlier
are modelled by discrete-time dynamics and have aperiodic updates of the integral
weight xi(tk) and the integral state of the controller xc(tk). Additionally, the plant
is described by a continuous-time differential equation. Therefore, the closed-loop
system is described by a hybrid system with both continuous and discrete-time
dynamics, where its analysis are not trivial. To the best of our knowledge, stability
analysis of such hybrid dynamical system with aperiodic updates has not yet been
proposed in the current literature. However, we are able to perform analysis of
the stability of the closed-loop system, when the inter-transmission time ∆T is
constant, by using analysis tools from sampled data systems theory (Åström and
Wittenmark, 1990).

We start by analyzing the stability of a plant controlled by the periodically sam-
pled PI controller and the standard PIDPLUS. Afterwards, we provide an analysis
on the modified PIDPLUS. Consider the discrete-time process given by sampling
(5.1) with a ZOH with sampling interval ∆T as,

xp(tk+1) = adxp(tk) + bdu(tk) (5.17)

y(tk) = xp(tk), (5.18)

where ad = ea∆T and bd =
∫∆T

0 easdsb = b
a
(ea∆T −1). Assume that a control action

(5.6) is applied to the process, and the integral state is given by (5.9), which we
had defined as the generic PI structure. By substituting (5.9) in (5.6), and using it
in (5.1), we achieve the closed-loop system given by,
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x̄(tk+1) =

(

ea∆T +Kp ba (ea∆T − 1) Ki ba (ea∆T − 1)

xi(∆T ) 1

)

︸ ︷︷ ︸

H(∆T )

x̄(tk), (5.19)

where x̄(tk) = [xp(tk) xc(tk)]T . We now derive the stability of the closed-loop
systems (5.19) using the Jury stability criterion (Åström and Wittenmark, 1990).

Proposition 5.4.1. The characteristic discrete-time polynomial of system (5.19)
can be represented by:

P (z) = z2 − Tr(H(∆T )) + det(H(∆T )), (5.20)

where, Tr(·) represents the Trace and det(·) the determinant of the matrix H(∆T ).
The necessary conditions for stability are:

1.
∣
∣
∣det

(

H(∆T )
)∣
∣
∣ < 1

2. 1− Tr
(

H(∆T )) + det(H(∆T )
)

> 0

3. 1 + Tr
(

H(∆T )) + det(H(∆T )
)

> 0

By solving condition 1 we achieve,

∣
∣
∣ea∆T +

b

a
(−Kixi(∆T )−Kp)(ea∆T − 1)

∣
∣
∣ < 1,

which for stable processes, i.e, a < 0, condition 1 is given by,

0 <
b

a
(Kixi(∆T ) +Kp) < 2. (5.21)

Condition 2 can be simplified as,

Kixi(∆T )b > 0, (5.22)

while condition 3 can be represented by,

2(1 + ea∆T ) +
b

a
(Kixi(∆T ) + 2Kp)(ea∆T − 1) > 0, (5.23)

which for the cases,

• b
a
(Kixi(∆T ) + 2Kp) < 0, condition 3 is verified for all values of a and for

• b
a
(Kixi(∆T ) + 2Kp) > 0, condition 3 is verified if condition 1 is true.
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Figure 5.4: Stability regions for a first-order plant with a = −0.1, b = 0.1 for
discretization steps ∆T ∈ [0.1, 100]. In Figure 5.4(a) is depicted the stability region
for the periodically sampled PI controller (•) and the PIDPLUS (×) controller,
with adjusted Kp parameter.
Figure 5.4(b) shows the stability region of the standard PIDPLUS using a non
adjusted Kp (×), and the modified PIDPLUS with filter parameter α = 0.4 (•).

Conditions (5.21), (5.22) and (5.23) can then be verified for different choices
of parameter xi(∆) and parameters Kp and Ki, in order to guarantee stability of
the closed-loop system. With a periodically sampled PI controller the conditions
are not verified for ∆T ≤ 2a

Kib
− Kp/Ki. Independently of the tuning of Kp and

Ki there is always a sampling period for which the closed-loop system is unstable.
However, for the PIDPLUS controller, the designed xi(∆) can be made stable for
all sampling periods ∆T , if the parameter Kp is properly tuned. Intuitively, we
expect the PIDPLUS to achieve higher control performances than a periodically
sampled PI controller, since even for large inter-transmissions times the PIDPLUS
renders the closed-loop system.

Figure 5.4(a) depicts the eigenvalues of the closed-loop system matrix H(∆T ),
for a first order plant with a = −0.1, b = 0.1, for different inter-sampling times steps
∆T ∈ [0.1, 100] for the periodically sampled PI controller (•) and the PIDPLUS
(×), with an adjusted Kp parameter to guarantee the stability conditions. Note
that for stability, H(∆T ) must be Schur, i.e., the eigenvalues should be inside the
unit circle (blue circle).

When applying the modified PIDPLUS proposed in Section 5.4.2, with control
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action ū(tk), the closed-loop system becomes,

z̄(tk+1) =






ea∆T + K̄α K̄α K̄(1− α)

xi(∆T ) 1 0

αKp αKi (1− α)






︸ ︷︷ ︸

H̄

z̄(tk), (5.24)

where z̄(tk) = [xp(tk) xc(tk) ū(tk−1)]T and K̄ = Kp ba (ea∆T − 1). Now considering
the limit case, we achieve the closed-loop system matrix, We skip the presentation
of stability conditions for the modified PIDPLUS, which we can instead compute
numerically. For stable systems, it is possible to find suitable α values, that com-
bined with the controller parameters, achieve H̄ Schur. In this way, the closed-loop
system will be asymptotically stable for any sampling period in the same way as the
original PIDPLUS. Figure 5.4(b) depicts the eigenvalues of the closed-loop system
matrix H̄ , for a first-order plant with a = −1, b = 1, for different sampling periods
∆T ∈ [0.1, 100], with a PIDPLUS with a non adjusted Kp parameter (×) and the
modified PIDPLUS with α = 0.4 (•). Note that the system is stabilized for any
sampling period ∆T . However, the robustness margin of the modified PIDPLUS
controller is decreased for this choice of α, when compared to the original PIDPLUS
from Figure 5.4(a), since the eigenvalues are closer to the unit circle.

Even though simple stability analysis are achieved for the periodic case, ana-
lyzing the situation where ∆T is time-varying, is in the scope of our future work.
However, these results give us good indications on 1) how to tune the parameters
of the PIDPLUS controller and 2) how to tune the α parameter of the output filter.
Moreover, we can clearly observe why a periodically sampled PI controller should
not be used for event-triggered control.

5.5 Simulation Studies

We now evaluate the performance of event-triggered PI controllers. We are par-
ticularly interested in evaluating the performance of the proposed schemes against
the classic periodic implementation, under different control and event-generator
policies. Moreover, we evaluate event-triggered PI controllers in first-order plus
time-delay (FOTD) models which approximate real plants. These models are com-
monly known as KLT models. See Appendix A.1 for more details in the KLT model.
The selected models are a) balanced lag-delay, b) delay dominated and c) lag dom-
inated processes found in industry (Åström and Hägglund, 2006). The AMIGO
tuning rules for PI controllers is used in each of the examples used. See Appendix
A.1 for a summary of this tuning method.

We start by performing an analysis on the control performance with respect
to the IAE and the number of samples (Nsamples) for the selected event-generator
schemes, considering the three types of KLT processes. After this, an evaluation of
the transient and steady-state performance considering a combination of different
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controllers and event-generators is presented for a lag-dominated KLT process. We
only consider the analysis for the lag-dominated process since it is the one with the
higher demand of a properly designed event-triggered PI controller. This is due to
the fact that for this type of processes, the proportional gain is very high, which has
a high influence on the stability of the closed-loop system, as presented in Section
5.4.3. The transient performance of a control loop can be characterized according to
the rise-time Tr, the settling-time Ts and the overshootM (Åström and Hägglund,
2006). For steady-state condition analysis we look at the number of samples taken
by the sensor (Nsamples), which give a clear indicator if there exists limit cycles
and large oscillations in the system. Moreover, the IAE parameter can be seen as
a general indicator for both transient and steady-state performance.

The processes to be evaluated are presented next, and are part of the “test
batch” introduced in (Åström and Hägglund, 2006) to achieve the AMIGO tuning
rules. The KLT approximations of each process were also taken from (Åström and
Hägglund, 2006).

In this setup, a step reference change occurs at start time t = 0, where r(t) = 1
and y(0) = xp(0) = 0. A load step disturbance d(t) = 0.2 is introduce at t = 500 s.
The simulation has a duration of 900 s.

Balanced lag-delay

We consider the system with transfer function:

P (s) =
1

(s+ 1)4
, (5.25)

which the KLT approximation is represented by K = 1, L = 1.42 and T = 2.90.
This example has the characteristics of a balanced lag-delay process.

The PI controller parameters using the AMIGO tuning rules for this process is
Kp = 0.414 and Ki = 0.16.

Delay dominated

As an example of a delay dominated process we introduce the system with transfer
function:

P (s) =
1

(1 + 0.05s)4
e−s, (5.26)

which the KLT approximation is K = 1, L = 1.01 and T = 0.0932.
The AMIGO tuning rules for designing the PI controller for this process give

Kp = 0.175 and Ki = 0.486.

Lag dominated

An example of a lag dominated can be expressed by the following transfer function:

P (s) =
1

(s+ 1)(1 + 0.1s)(1 + 0.01s)(1 + 0.001s)
, (5.27)
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which is represented with K = 1, L = 0.075 and T = 1.04 for the KLT approxima-
tion.

The PI parameters given by the AMIGO tuning rules is Kp = 4.13 and Ki =
7.66.

5.5.1 Event Generator Analysis

We now provide a comparative analysis of the most suitable policies for event gen-
eration. As stated earlier in Section 5.3.2, simple absolute output deadband (AOD)
is not suitable for control purposes since the sticking effect may take place. Other
methods were proposed to avoid these issues, and that not require the knowledge
of the plant model to be implemented. The analysis will be performed with respect
to the Norm Deadband (ND) and the Control Input Deadband (CI). We do not
evaluate the State and Integrator Deadband (SID) scheme, since no advantages
over ND were observed.

In this case, both ND and CI are implemented together with an original PID-
PLUS controller, and applied to the balanced lag-delay (5.25), delay-dominated
(5.26) and lag-dominated (5.27) KLT plants. The parameter Kp is adjusted to
guarantee the stability conditions for each of the processes.

The CI is implemented with the PIDPLUS controller for the control input cal-
culation at the event generator. Moreover, the controller actuation in the plant is
performed using a PIDPLUS, receiving sensor measurements from the event gener-
ator, in order to avoid limit cycles. No disturbance was applied in this case. Figure
5.5 shows the comparison between the performance of the ND and CI event gener-
ation schemes, with respect to IAE and Nsamples, for different threshold values and
for all three types of KLT processes. For the case of balanced lag-delay and delay
dominated processes, it is clear that the CI sampling scheme outperforms the ND
scheme, since to achieve the same IAE, CI requires a much lower number of samples.
The CI scheme is more efficient with respect to control performance and number of
samples than the ND for these types of processes. This is achieved since less samples
are taken during the transient in the CI scheme since the decision is based upon
the control input. The dashed line in the figure depicts the IAE obtained with the
classic periodic implementation with period T = 0.05s, using the same PIDPLUS
controller. For an experiment of 900 s a periodic scheme generates 18000 samples.
As it can be seen, the event-triggered implementation has an IAE value very close
to the periodic implementation, and using less than 1% of the samples. Implement-
ing the periodic scheme with period T = 9 s in order to generate the same number
of samples of the event-triggered case, the closed-loop system performance worsens
and an IAE=32.93 is obtained, which is approximately 3 times higher than with
the event-triggered scheme. Moreover, the settling time of the periodic scheme is
approximately 100 times higher. Likewise, due to large inter-transmission times,
this implementation would perform a slow disturbance rejection. When considering
the lag-dominated process, the results point to slightly different conclusions with
respect to performance of the event generator. For this type of process, both ND
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(a) ND sampling on balanced lag-delay KLT
process (5.25).
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(b) CI sampling on balanced lag-delay KLT pro-
cess (5.25)
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(c) ND sampling on delay-dominated KLT pro-
cess (5.26)
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(d) CI sampling on delay-dominated KLT pro-
cess (5.26)
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(e) ND sampling on lag-dominated KLT process
(5.27)
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(f) CI sampling on lag-dominated KLT process
(5.27)

Figure 5.5: Comparison between ND and CI sampling for balanced lag-delay (5.25),
delay-dominated (5.26) and lag-dominated (5.27) KLT plants with the PIDPLUS
controller. The dashed line represents the IAE value of a periodic implementation
of the PIDPLUS with period ∆T = 0.05, which is seen as the lower bound in
performance, but generating 18000 sensor transmissions. No disturbances is applied
in this case and only reference tracking is performed.

and CI generate approximately the same number of samples, obtaining similar IAE
results. In fact, when trying to achieve control performances closer to the periodic
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implementation, the ND requires less samples. However, for less performance re-
quirements with respect to IAE, there is a slight advantage of the CI scheme over
the ND. When analyzing other type of lag-dominated processes, we verified that
for larger values of delay, while still maintaining L << T , CI sampling becomes
increasingly better than ND. This fact is not well understood and is scope of our
current research. In any case, the same conclusions apply to motivate the bene-
fits of performing event-triggered control over periodic control for lag-dominated
processes.

By performing these type of experiments, one is able to pick a threshold that
gives the best trade-off between the control performance and number of samples,
which must be decided by the control engineer. We remark that no noise was in-
troduced in the system. In the presence of noise, having small thresholds would
increase the number of samples generated, and so, a careful choice of the threshold
should be made. A closer analysis with respect to the transient and steady state
performance will be shown next.

5.5.2 Transient and Steady-State Analysis

Here we present an analysis of the combination of PI controllers and event gener-
ators according to transient and steady-state performance indicators. We start by
evaluating the PI designs presented in Section 5.4 when implemented periodically.
In this way we analyze the benefits and drawbacks of each case, without the influ-
ence of the event generation design. Afterwards, we analyze the PI designs when
applied together with the event generators proposed in Section 5.3. The disturbance
is applied during each of evaluated cases.

Table 5.1 depicts the evaluation of the classic PI controller and the original
PIDPLUS and modified PIDPLUS controllers with periodic (∆T = 0.05s) sampling
and actuation, for the lag-dominated process. We denote the modified PIDPLUS as
MPIDPLUS in the results. We analyze the case where the classic AMIGO tuning
method is used, followed by the AMIGO tuning with adjusted Kp parameter. As
it can be seen, the use of the AMIGO tuning gives good responses and the lowest
IAE, as expected. When adjusting the Kp parameter, so the closed-loop system
is stable under any sampling period, one can see that the IAE is degraded with
an increased rising time, settling time and overshoot. If instead of decreasing Kp,
the modified PIDPLUS (5.16) is introduced, the performance degradation is much
lower since the controller gains can still be kept high, while the parameter α works
as a smoothing filter of the control input.

One natural question when implementing event-triggered controllers is about
the total number of samples that are generated during the transient and in steady-
state conditions. Naturally, one would like to reduce or eliminate completely any
event generations during steady-state since the process output is very close to the
desired reference. In order to evaluate this, we propose the comparison of the usage
of the Classic PI and the PIDPLUS controller using ND sampling, with constant
threshold εND = 0.02. We split the number of samples generated during transient
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Table 5.1: Performance analysis of the classic PI, PIDPLUS and modified PIDPLUS
(MPIDPLUS) controllers with periodic (∆T = 0.05s) sampling and actuation, for
the lag-dominated process. The controllers are evaluated under AMIGO tuning
rules, with and without the adjustment of the Kp parameter. The classic PI is also
evaluated with the application of filter (5.16).

Controller Sampling Kp Ki α ∆T εCI εND Tr Ts M IAE Nsamples

Classic PI Periodic 4.13 7.67 1.00 0.05 - - 0.21 1.10 26.96 0.33 18000

PIDPLUS Periodic 4.13 7.67 1.00 0.05 - - 0.21 1.12 25.10 0.33 18000

Classic PI Periodic 1.90 7.67 1.00 0.05 - - 0.38 4.53 44.62 0.84 18000

PIDPLUS Periodic 1.90 7.67 1.00 0.05 - - 0.39 3.74 39.47 0.77 18000

Classic PI Periodic 4.13 7.67 0.70 0.05 - - 0.23 1.41 33.14 0.38 18000

MPIDPLUS Periodic 4.13 7.67 0.70 0.05 - - 0.24 1.06 31.11 0.36 18000

i.e. t ∈ [0, 100]s, and the overall number of generated samples for t ∈ [0, 900]s. The
results presented in Table 5.2 show that the classic PI controller is not suited for
event-triggered control. In this case, limit cycles occur, generating 1754 samples
during the total experiment and 199 during transient. By applying the PIDPLUS
controller with the classic AMIGO tuning rules the limit cycles are reduced, and
very close transient performance to the periodic implementation, with respect to
Tr, Ts and M are obtained. However, limit cycles still occur since 799 samples are
generated throughout the experiment. This happens since the Kp parameter given
by the AMIGO tuning rules does not satisfy the stability conditions in Proposition
5.4.1. If either an adjustment of the controller parameters to create a stable closed-
loop system is performed, or a modified PIDPLUS is introduced, the limit cycles
are eliminated and a drastic reduction of the number of samples is obtained. A
higher penalty on the transient response is seen when adjusting the controller gain
Kp, than by introducing the modified PIDPLUS, as it was seen in the periodic
implementations.

We now compare the performance of the event-triggered PIDPLUS and modified
PIDPLUS controllers when using ND and CI as the event generator policies, eval-
uated with AMIGO and AMIGO tuning with adjusted Kp parameter. A threshold
of εND = 0.02 and εCI = 0.03 are chosen since they gave approximately the same
IAE performance, as presented in Figure 5.5.

Table 5.3 presents the obtained results. It is clear that by using the classic
AMIGO tuning rules, limit cycles with high frequency occur during steady-state
with both the overall IAE and the number of samples generated being very high.
However, better transient responses with respect to Tr, Ts andM are obtained, for
both CI and ND sampling schemes, with CI having a lower IAE than ND. When
the Kp parameter is adjusted, limit cycles disappear, and it can still be seen a
clear advantage on using CI sampling. The modified PIDPLUS is evaluated for
each sampling method, with α = 0.4 for CI sampling and α = 0.7 for ND sampling.
In this case, the IAE is improved for both sampling schemes, where the number of
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Table 5.2: Comparison between classic PI, PIDPLUS and modified PIDPLUS
(MPIDPLUS) controllers for ND sampling with respect to the number of samples
during transient and steady-state conditions.

Controller Kp Ki α εND Tr Ts M IAE N
[0,100]
samples N

[0,900]
samples

Classic PI 4.13 7.67 1.00 0.02 0.21 1.34 26.97 13.59 199 1754

PIDPLUS 4.13 7.67 1.00 0.02 0.22 1.14 24.35 5.80 91 799

PIDPLUS 1.90 7.67 1.00 0.02 0.41 7.82 38.97 1.19 70 92

MPIDPLUS 4.13 7.67 0.70 0.02 0.26 2.60 30.90 0.73 40 54

Table 5.3: Performance analysis of the classic PI, PIDPLUS and modified PIDPLUS
(MPIDPLUS) controllers with event-triggered sampling and actuation, for the lag-
dominated process. The controllers are evaluated under AMIGO tuning rules, with
and without the adjustment of the Kp parameter.

Controller Sampling Kp Ki α ∆T εCI εND Tr Ts M IAE Nsamples

PIDPLUS CI 4.13 7.67 1.00 - 0.03 - 0.21 1.11 25.04 2.51 818

PIDPLUS ND 4.13 7.67 1.00 - - 0.02 0.22 1.14 24.35 5.80 799

PIDPLUS CI 1.90 7.67 1.00 - 0.03 - 0.39 4.93 39.27 1.09 128

PIDPLUS ND 1.90 7.67 1.00 - - 0.02 0.41 7.82 38.97 1.55 125

MPIDPLUS CI 4.13 7.67 0.40 - 0.03 - 0.28 2.51 42.04 0.79 114

MPIDPLUS ND 4.13 7.67 0.70 - - 0.02 0.26 2.60 30.90 1.43 125

samples is only decrease for the CI case.

5.6 Discussion

In this chapter, we presented a study of the potential issues of performing event-
triggered and proposed suitable solutions to implement event-triggered PI con-
trollers for first-order, stable systems. By using the proposed methods, the control
performance of an event-triggered implementation is kept very close to a classic pe-
riodic PI controller implementation, under various conditions. Moreover, we have
shown that there exists a tradeoff between the achievable control performance and
number of events generated. If battery lifetime and network bandwidth usage is of
major concern, then a penalty on control performance must occur. On the other
hand, increased performance can always be obtained by allowing tighter triggering
rules. However, we must not that very close performance is achieved by an event-
triggered PI controller when compared to a classic PI controller implementation,
where a much lower number of events are generated.

With respect to the proposed event generation methods, we proposed three
solutions which eliminate the sticking issue. By applying a deadband on the control
input value appears to deliver the best tradeoff between control performance and
events generated. However, further investigations of the optimal triggering rule are
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required.
We also elect both PIDPLUS and the modified PIDPLUS as suitable controller

choices for event-triggered PI control. By properly designing the integral weight and
adjusting the proportional gain of the controller, the PIDPLUS controller is able
to guarantee stability of the closed-loop system for any sampling periods, removing
limit cycles and large oscillations in steady-state. The modified PIDPLUS provided
similar benefits, but significantly increased closed-loop transient performances when
compared to the original PIDPLUS. We aim at investigating the stability properties
under aperiodic sampling and propose new tuning methods for both PI controllers
in our future work.





Chapter 6

Wireless Network and Control Co-Design

The tradeoff between tractability and accuracy of the analytical model of a wireless
network is important in order to hide the system complexity through a suitable
abstraction without losing critical aspects of the network. Furthermore, WSNs re-
quire an energy-efficient operation due to the limited battery power of each sensor
node. When performing control over wireless networks, the system designer has
to take into account all these details, and both control and communication char-
acteristics should be addressed. As an example, if one aims at achieving better
control performances, a faster sampling rate should be used for performing control
of a given system. However, requiring the use of higher bandwidth may increase
network congestion, introduce loss of information, and higher transmission delay
variance.

We propose a different framework to deal with this problem, where the system
designer is able to jointly tune parameters of the control and communication system,
optimizing the energy consumption of the network, and guaranteeing a desired
control performance.

In this work, we present two original contributions:

1) We investigate the wireless network effects on the control performance.

2) We propose a co-design approach to meet the required control performance
while minimizing the energy consumption of the network.

The key issue addressed here is how to derive the explicit relation between the
performance of the control systems and the characteristics of a wireless network.
Furthermore, the well-defined design procedure is required in order to achieve high
performances in NCSs.

The outline of the chapter is as follows. Section 6.1 defines the considered prob-
lem of control over a wireless network. In Section 6.2, we describe the IEEE 802.15.4
network model. The design of the control is presented in Section 6.3. In Section 6.4,
we discuss the proposed co-design approach. In Section 6.4.1, we illustrate it through
numerical examples. Section 6.6 discusses the results achieved of the chapter.

75
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Figure 6.1: Overview of the networked control system setup. M plants need to be
controlled by M controllers. The wireless network closes the loop from the sensor
nodes to the controllers.

6.1 Problem Formulation

The problem considered is depicted in Figure 6.1, where multiple plants are con-
trolled over a WSN using the IEEE 802.15.4 protocol. AllM plants contend to trans-
mit sensor measurements to the controller over a wireless network which induces
packet losses and varying delays. We assume that a sensor node is attached to each
plant. Many practical NCSs have several sensing channels and the controllers are
collocated with the actuators, as in heat, ventilation and air-conditioning (HVAC)
control systems (Arampatzis et al., 2005). A contention-based IEEE 802.15.4 MAC
protocol, using a Carrier Sense Multiple Access with Collision Avoidance (CS-
MA/CA) scheme, is used to determine which sensor node accesses the wireless
channel. Throughout this chapter we consider control applications where nodes
asynchronously generate packets when a timer expiries. When a node sends a packet
successfully or discards a packet, it stays in an idle period for h seconds without gen-
erating packets. The data packet transmission is successful if an acknowledgement
(ACK) packet is received. We assume that the controller commands are always
received by the actuator reliably.
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We consider a plant i given by a linear stochastic differential equation

dx(t) = Ax(t)dt +Bu(t)dt+ dw(t) (6.1)

where x(t) ∈ R
n is the plant state and u(t) ∈ R

m is the control signal. The process
disturbance w(t) ∈ R

n has a mean value of zero and uncorrelated increments, with
incremental covariance Rwdt. We neglect the plant index i to simplify notation.
Let us consider the sampling of the plant with time-varying sampling period hk =
tk+1 − tk and delay τk. The sampling period is hk = h + τk where the idle period
h is constant and the random delay is τk, which is bounded τk ≤ τmax. We assume
that the random sequences {τk} and {hk} are bounded, 0 < τk < hk and 0 <
hmin ≤ hk ≤ hmax. In addition, they are stochastic, independent, and have known
distributions. Notice that the networked induced delay τk is less than hk and allows
the packets to arrive at the controller in the correct order. By considering zero-
order-hold, a time-varying discrete-time system is obtained

xk+1 = Φkxk + Γk0uk + Γk1uk−1 + wk
yk = Cxk + vk (6.2)

where Φk = eAhk , Γk0 =
∫ hk−τk

0
eAsdsB, Γk1 =

∫ hk
hk−τk

eAsdsB, and vk is a discrete-
time white Gaussian noise with zero mean and variance Rv. The parameter k is
the discrete time index. The initial state x0 is white Gaussian with mean x̄0 and
covariance P0.

Packet loss is first modelled as a random process whose parameters are related
to the behavior of the network. The measurement at the controller side is given by

ŷk =

{

Cxk + vk , γk = 1 ,

∅ , γk = 0 ,
(6.3)

where γk is a Bernoulli random variable with Pr(γk = 1) = 1−p and p is the packet
loss probability. The null measurement value at the controller ŷk) = ∅, represents
that no measurement was received at time k.

By considering both the packet loss and delay induced by a wireless network, we

introduce an augmented discrete-time state variable zk =
(

xk uk−1

)T

in order to

analyze the system. The augmented state-space is

zk+1 = Φdzk + Γduk + wk
ŷk = γkyk (6.4)

where Φd =

(

Φ Γ1

0 0

)

,Γd =

(

Γ0

I

)

and Cd =
(

C 0
)

.

In Figure 6.1, a network manager block is introduced. The network manager
requires an analytical model of the packet loss and delay, which is then used to
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design the estimator and controller that compensates for the packet loss and delay
induced by the wireless network. The network manager formulates a constrained
optimization problem where the objective function, denoted by Etot, is the total
energy consumption of the wireless network and the constraint is the requirement
of control performance. Hence, the constrained optimization problem of the control
system is

min
h,V

Etot(h,V,∆) (6.5a)

s.t. J(h, p(h,V,∆), τ(h,V,∆)) ≤ Jreq . (6.5b)

The decision variable h is the sampling period and V are the protocol parameters
of the network. ∆ includes the parameters of the network setup such as a network
topology, length of packet, and number of nodes. J is the control cost, Jreq is the
required maximum control cost. We remark that the packet loss probability and
delay of the network is also a function of the sampling period h, protocol parameters
V and parameters of the network setup ∆. Thus, the sampling period h affects the
performance of both wireless network and control system. In (6.5b), the decision
variables are feasible if they satisfy a given control cost Jreq.

6.2 Wireless Communication Model

In this section, we introduce the effective analytical model of packet loss probability
and delay of the wireless network imposed by the IEEE 802.15.4 protocol which was
originally derived in (Park et al., 2009). An overview of the CSMA/CA MAC was
presented in Chapter 2, Section 2.3.4. Here we present an overview of the analytical
model of the wireless network.

A precise and effective analytical model of the slotted CSMA/CA of the IEEE
802.15.4 standard was proposed in (Park et al., 2009). It is modelled through a
Markov chain taking into account retry limits, ACKs, unsaturated traffic load, and
the parameters of the network setup such as a length of packet and number of nodes.
Figure 6.2 illustrates the Markov chain. Let s(t), c(t) and r(t) be the stochastic pro-
cess representing the backoff stage, the state of the backoff counter and the state
of retransmission counter at time t, respectively, experienced by a node to trans-
mit a packet. By assuming that nodes start sensing independently, the stationary
probability µ that the node attempts a first carrier sensing in a randomly chosen
slot time is constant and independent of the other nodes. It follows that (s, c, r)
results in a three dimensional Markov chain with the time unit aUnitBackoffPeriod
(corresponding to 0.32 ms). The probability µ that a node attempts CCA1 and the
busy probabilities α (busy CCA1) and β (busy CCA2) are derived by solving the
state transition probabilities associated with the Markov chain model. The expres-
sions of µ, α, and β are computed by solving a system of non-linear equations.
The precise model gives us the objective function, energy consumption (6.5a), and
the packet loss probability and delay in a numerical form. Note that the proto-
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Figure 6.2: Markov chain model proposed in (Park et al., 2009) for the CSMA/CA
algorithm of the IEEE 802.15.4 standard.

col parameters V of the decision variables are the MAC parameters (macMinBE,
macMaxCSMABackoffs,macMaxFrameRetries).

6.3 Design of Estimator and Controller

In this section, we investigate how the packet loss probability and delay of the net-
work affect the control performance. We discuss the design of an optimal feedback
controller and present a control cost to analyze the NCSs described in Section 6.1.
We first introduce our performance indicator as a control cost function, which is an
explicit function of the sampling period h, packet loss probability p, and delay τ of
the network. Then, we design the estimator and controller under packet losses and
delays in Section 6.3.1 and 6.3.2, respectively. This is achieved by extending the re-
sults on optimal stochastic estimation and control under packet losses in (Schenato
et al., 2007) with delays in (Nilsson, 1998).

Let us first define the information set under the packet loss and network induced
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delay as follows

Ik = {yk,γk} (6.6)

where yk = (yk, yk−1, . . . , y1) and γk = (γk, γk−1, . . . , γ1).
Consider the control cost function as follows

JN (uN−1, z̄0, P0) = E[zTNWNzN

+
N−1∑

k=0

(zTkWkzk + 2zTkNkuk + uTkUkuk)], (6.7)

where z̄0 =
(

x̄0 0
)T

.

6.3.1 Estimator Design

The estimator design is based on arguments similar to the standard Kalman filter-
ing. Let us define the following variables

ẑk|k =
(

E[xk|Ik] uk−1

)T

ek|k = zk − ẑk|k
Pk|k = E[ek|ke

T
k|k|Ik].

The innovation step is given by

ẑk+1|k = ΦdE[zk|Ik] + Γduk = Φdẑk|k + Γduk (6.8)

ek+1|k = zk+1 − ẑk+1|k = Φdek|k + wk

Pk+1|k = E[ek+1|ke
T
k+1|k|Ik] = ΦdPk|kΦ

T
d +Rw (6.9)

where wk and Ik are independent and uk is a deterministic function of Ik. The
correction step is given by

ẑk+1|k+1 = ẑk+1|k + γk+1Kk+1(yk+1 − Cdẑk+1|k) (6.10)

ek+1|k+1 = zk+1 − ẑk+1|k = Φdek|k + wk

Kk+1 = Pk+1|kC
T
d (CdPk+1|kC

T
d +Rv)−1

Pk+1|k+1 = Pk+1|k − γk+1Kk+1CdPk+1|k (6.11)

where we apply the standard derivation for the Kalman filter.
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6.3.2 Controller Design

We introduce the feedback control law and present the finite and infinite horizon
control cost functions. The cost function given by (6.7) can be expressed as

J∗N =V0(x0) = z̄T0 S0z̄0 + Tr(S0P0) +
N−1∑

k=0

(Tr((ΦTd Sk+1

× Φd +Wk − Sk)Eγ [Pk|k]) + Tr(Sk+1Rw)) (6.12)

where Tr denotes the trace of a square matrix. Eγ [·] is the expectation with respect
to the arrival sequence {γk}. The control input that minimizes the cost function
of (6.7) is

uk = −(ΓTd Sk+1Γd + Uk)−1ΓTd Sk+1Φdẑk|k = −Lkẑk|k. (6.13)

It is not possible to compute the exact value of these matrices Eγ [Pk|k] as shown
in (Sinopoli et al., 2004), but bounds on their values can be achieved.

The expected value Eγ [Pk|k] is bounded by

P̃k|k ≤ Eγ [Pk|k] ≤ P̂k|k, ∀k ≥ 0

where the matrices P̃k|k and P̂k|k can be found in (Schenato et al., 2007). Then, it
is possible to derive the bound of control cost given in (6.12). In the next section,
we use two deterministic sequences Jmin

N and Jmax
N , which bound the expected

minimum cost as follows

1
N
Jmin
N ≤ 1

N
J∗N ≤

1
N
Jmax
N , (6.14)

and the two sequences converge to the following values:

Jmax
∞ =Tr((ΦTd S∞Φd +Wk − S∞)(P∞ − (1− p)P∞CTd

× (CdP∞CTd +Rv)−1CdP∞)) + Tr(S∞Rw) (6.15)

Jmin
∞ =pTr((ΦTd S∞Φd +Wk − S∞)P∞) + Tr(S∞Rw) (6.16)

where,

P∞ =ΦdP∞ΦTd +Rw − (1− p)ΦdP∞CTd
× (CdP∞CTd +Rv)−1CdP∞ΦTd

P∞ =pΦdP∞ΦTd +Rw .

We remark that Eqs. (6.15) and (6.16) are explicit functions of the sampling period
h, packet loss probability p, and delay τ . The finite horizon cost and the cost
bounds of the infinite horizon case will be used as the performance indicators in
Section 6.4.1.
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It is also possible to derive the stability bounds of the packet loss probability
as:

1
∏

i |λui (Φd)|2
≤ pc ≤

1
maxi |λui (Φd)|2

(6.17)

where λui (Φd) are the unstable eigenvalues of A, see (Schenato et al., 2007).

6.4 Co-Design Framework

In this section, we first show the achievable control performance by taking into
account realistic simulation results. Then, we propose a co-design approach of the
wireless NCSs.

6.4.1 Effects of Wireless Network

In this section, we discuss the fundamental issues of joint communication design
and control design for wireless NCSs. The control cost (6.15) is considered as a
performance indicator of the control system as described in Section 6.3.2. As an
example we consider an unstable second-order plant in the form of (6.1) with

A =

(

3 1

0 1

)

, B =

(

0

1

)

, C =

(

1 0

0 1

)

, P0 =






0.01 0 0

0 0.01 0

0 0 0






W =






1 0 0

0 1 0

0 0 0




 , U =0.01, N =






0

0

0




 , Rw =

(

1 0

0 1

)

, Rv =

(

0.01 0

0 0.01

)

.

Figure 6.3 shows the achievable control cost over different sampling periods,
packet loss probabilities, packet delays with the ideal case and the realistic wireless
networks for the different number of nodesM = 10, 20. Note that the different colors
show the achievable control cost. Figure 6.3(a) depict the ideal case where longer
sampling periods increase the control cost. Furthermore, we observe that packet
losses at a higher sampling period are more critical than packet losses at a lower
sampling period, indicating that we are sampling in a conservative way. In a simi-
lar fashion, we derive the effects of packet delay on the control cost. Figures 6.3(b)
and 6.3(c) depict the achievable region for M = 10 and 20 nodes, respectively.
Note that we set the required cost Jreq = 20. A point is achievable if it satisfies a
given required cost, packet loss probability and delay for each sampling period. The
achievable region is the set of all achievable points. It is natural that as the con-
trol requirement becomes strict, the infeasibility region increases, which is greatly
affected by the wireless network performance. Observe in Figures 6.3(b) and 6.3(c)
that the packet loss probability p ≤ 0.09 is not achievable when the sampling period
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(a) Achievable control cost for the ideal case.

Jreq

network

(b) Achievable control cost with M = 10, L =
10.

Jreq

network

(c) Achievable control cost with M = 20, L =
10.

Figure 6.3: Achievable control cost over different sampling periods, packet loss prob-
abilities, and packet delays. The different gray color shows the different control cost.
Note that the scales of color bar are different in the figures.

is very short h ≤ 0.03 s. Since very short sampling periods increase the traffic load
of the network, the packet loss probability is closer to the critical packet loss prob-
ability, above which the system is unstable. Hence, it is difficult to achieve a very
low packet loss probability when the sampling period is very short. Furthermore, by
comparing Figures 6.3(b) and 6.3(c), we see that the infeasibility region increases as
the number of nodes increases. The infeasibility region due to the wireless network
starts from the origin point where the sampling period h = 0, no packet loss p = 0,
and no packet delay τ = 0. No matter what communication protocol is used, the
infeasibility region is started from the origin point, where the area and shape of the
infeasibility region would vary according to different communication protocols.

Figure 6.4 shows the control cost and throughput of the wireless network over
different sampling periods. The throughput is the average rate of successful data
transmission over a communication channel, which is the common objective for a
communication designer. In the figure, “J i∞” and “Jr∞” refers to the cost bound
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Figure 6.4: Control cost and throughput of the wireless network over different sam-
pling periods. “J i∞” and “Jr∞” refer to the cost bound Jmax

∞ of the infinite horizon
control cost given in (6.15) with ideal case and realistic model in (Park et al., 2009),
respectively. “J∗N” denotes the finite horizon control cost given in (6.12).

Jmax
∞ given by (6.15) for the ideal and realistic model in (Park et al., 2009), respec-

tively. Recall that J∗N is the finite horizon control cost given by (6.12). The cost J∗N
follows the infinite horizon cost Jr∞ based on the realistic model.

Due to the absence of delays, the control performance when using an ideal
network increases monotonically as the sampling period increases. However, when
using a real network, a shorter sampling period does not minimize the control cost
of the control systems, because of the higher packet loss probability when the traffic
load is high. In addition, the two curves of the cost J i∞ and Jr∞ coincide for longer
sampling periods, meaning that when the sampling period is larger, the sampling
period is the dominant factor in the control cost compared to the packet loss proba-
bility and delay. Now, let us discuss the throughput of the communication network
and control cost of control systems. When we flip the throughput curve on the
Y-axis, we observe a similar trend of behavior with the curve of control cost. Note
that the closer the throughput is to 1, the better the utility of the wireless net-
work. As the sampling period h ∈ [0, 0.13] s increases, the control cost decreases
and the throughput increases due to mainly high packet loss. For a longer sampling
period h > 0.15 s, the performance of both the control and the communication
system degrades as the sampling period increases. The throughput decreases since
the network is underutilized. We remark that the objective of both communication
design and control design has a very similar trend. The dynamic interactions be-
tween these two designs, result in very interesting situations for the performance of
wireless NCSs which are missing in the current literature. Let us consider a desired
maximum control cost Jreq greater than the minimum value of the control cost.
Then, we have two feasible sampling periods S and L in Figure 6.4. However, the
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Figure 6.5: Flow diagram of co-design framework.

performance of the wireless network is still heavily affected by the choice of the
sampling period of S and L, as we discussed earlier. We see that by choosing L, the
NCS will be more robust from a control and communication perspective since for
small perturbations in the network conditions in S, the overall NCS might become
unstable, which does not happen in the L case. Likewise, a longer sampling period L
leads to lower network energy consumption than the shorter sampling period S (see
details in (Park et al., 2009; Pollin et al., 2008)). Recall that the energy efficiency is
one of the most critical issues for sensor nodes due to their limited battery power.
This motivates our co-design approach of networked control systems running over
WSNs.

6.4.2 Design Procedure

We remind that the problem we consider in this chapter is how to determine the op-
timal sampling period h∗ of control systems and the protocol parameters V∗ of the
wireless network of an optimization problem given by (6.5). Figure 6.5 shows the
proposed design flow that each control loop of the network follows. The application
designer provides the parameters of network setup ∆ and the desired maximum cost
of control systems Jreq. ∆ includes the important factors for modelling the wireless
network such as a network topology, length of the packets, and the number of nodes
(step 1). It is also possible that each control loop has a different desired maximum
cost Jreq. The control designer then computes, off-line, an estimator (6.8)–(6.11)
and a state feedback (6.13) according to Section 6.3.2 for different sampling pe-
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riods, packet loss probabilities, and delays (step 2). Note that the control design
process does not require any explicit considerations of the communication protocols
or the network setup. The network manager formulates and solves a constrained
optimization problem, whereby the objective function is the energy consumption
of the network and the constraints are the packet loss probability and delay, which
are derived by Jreq for different sampling periods (step 3). More precisely, the con-
strained optimization problem in (6.5) is rewritten as follows

min
V

Etot(h,V,∆) (6.18a)

s.t. p(h,V,∆) ≤ preq , (6.18b)

τ(h,V,∆) ≤ τreq . (6.18c)

The decision variables are the communication protocol parameters V depending
on the network designer. Recall that the protocol parameters V are the MAC pa-
rameters (macMinBE,macMaxCSMABackoffs,macMaxFrameRetries) of the IEEE
802.15.4 protocol. It is a challenging task to find the global optimal solution of the
problem, since the derivation of exact analytical expressions is not possible due to
the uncertainty of the wireless channel. One can find a sub-optimal solution using
the steps described in (Park, 2011). The network manager finds the local opti-
mal MAC parameters V∗(h, preq, τreq) of a sub-optimization problem for a given
h, preq, τreq. Then, the optimal solution h∗,V∗ is given by the pair h, µ∗c(h) that
minimizes the cost function if there are feasible solutions (step 5). Otherwise, the
control designer needs to tune Jreq since the desired control performance is not
realistic (step 4). The network manager adapts the optimal sampling period h∗

and the optimal protocol parameters V ∗ of the network (step 5). The control de-
signer updates the estimator and the state feedback according to the optimized
h∗, p(h∗,V∗,∆), τ(h∗,V∗,∆) (step 6).

6.4.3 Simplified Computation for the Co-Design Approach

The computational complexity of the framework presented in Figure 6.5, cannot
be neglected. The optimization of network energy in (6.3.2) has to perform a ex-
haustive search over all possible sampling period values h, to find the lowest energy
consumption value for a given network configuration, which fulfils the control cost
requirements Jreq, through preq and dreq. Therefore, relaxation of the co-design
computations is required if one is interested in applying this framework in an on-
line fashion.

In the same way as the algorithm proposed in Section 6.4.2, the network manager
follows steps 1 and 2. We assume that the control cost J , which is a function of
the sampling periods, packet loss probabilities, and delays for the specific system,
is computed offline and stored in the network manager. Recall that for a given Jreq,
a feasibility interval with respect to the sampling period is achieved, [hmin, hmax],
as seen in Figure 6.4. Now, instead of solving step 3, for all possible sampling
periods, we allow the network manager to select a single value of h, which we
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Figure 6.6: Optimized control cost, power consumption of the network, interval
of packet generated time, and packet loss probability of the proposed co-design
approach with M = 20 nodes and L = 10 when the control requirement changes
from Jreq = 11 to Jreq = 3 at 315 s. The particular realization is shown out of
M = 20 nodes. The dotted line shows the requirement change of each figures.

denote by h̃ ∈ [hmin, hmax], within the feasible range of the sampling period, for
which the control constraint J < Jreq is achieved. This value can be chosen as
the average value between [hmin, hmax], or a value close to hmax. As noted in
Section 6.4.1 and Figure 6.4, higher sampling periods mean higher robustness from
a communication perspective. However, by sampling less often, the achieved control
performance is also lower. Therefore, a tradeoff must be made when selecting the
sampling period h̃, that take the current load of the network into account. Even
with a single value of the sampling period, a given range of delay and packet loss
probabilities fulfills the constraints J < Jreq. The achievable region of delay and
packet loss probability, for which the optimization algorithm performs the network
parameter optimization, may also be discretized in larger steps, such that the total
amount of parameter combination is reduced. In this way, the network manager
will perform much fewer computations during step 3. The optimization (6.5) is
then solved for each combination of packet loss probability and delay, below the
required preq and dreq, for packet loss and delay, respectively. This optimization will
then find the best network parameters that minimize the energy consumption of
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the network. This sampling period should then be used, together with the optimal
network configuration for performing control. Before initiating the control actions,
the state estimator and state feedback controller should be updated according to
the sampling period h̃ and the delay and packet loss probability achieved through
the network model introduced in Section 6.2.

In the practical application of the algorithm, real measurements could indicate
the current packet loss probability and delay experienced by the wireless sensor
nodes. We believe that our co-design approach could be used as a starting point for
selecting the sampling period, designing the state estimator and controller, as well
as selecting the network parameters, according to the required control performance.
In this case, real network data could be integrated with the co-design framework
such that the state estimator and the state feedback control would be updated with
the real delay and packet loss probability. Likewise, the sampling period could be
adjusted if too high packet loss probability is observed which was not accounted
for in the proposed model. This could be due to the fact that interference would be
present in the surrounding environment. Moreover, the network parameters could be
tuned online according to the observed network performance. If a very high network
congestion is observed, the control cost requirement may have to be increased in
order to allow the communication network to reach an equilibrium. As proposed in
(Park et al., 2010), the MAC parameters can also adapt to changes in the traffic
load, while using the same modeling framework proposed in this chapter.

6.5 Illustrative Example

In this section, we illustrate the proposed co-design procedure described in Sec-
tion 6.4.2 through numerical examples. Figure 6.6 shows the adaptation of the
requirements in terms of the sampling period, and packet loss probability of the
network when the control requirement changes from Jreq = 11 to Jreq = 3 at 315 s.
The optimal h∗, preq, and τreq are 214.4 ms, 0.012, 74.9 ms before control require-
ment changes, respectively. We remark that the adaptive protocol tunes the MAC
parameters to meet the requirements for packet loss probability and packet delay
for a given sampling period. Figures 6.6(c), and 6.6(d) show that the adaptive com-
munication protocol satisfies the requirements of h and preq, respectively. Although
not presented, the packet delay values met the requirement. The high jitter of Fig-
ure 6.6(c) is mainly due to the packet loss of Figure 6.6(d). After the control require-
ment changes at time 315 s, the parameters h, preq, τreq adapt to 102.4 ms, 0.037,
97.4 ms, respectively. Note that although the requirements of packet loss probability
and packet delay are less strict after the requirement changes, the sampling period
decreases to meet the requirement Jreq = 3. Recall that as the sampling period
decreases, the packet loss probability and packet delay increase. We observe that
the control cost is satisfied and the convergence of the algorithm is very fast. By
comparing Figures 6.6(a) and 6.6(b), the tradeoff between the control requirement
and power consumption of the network is clearly observed.
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6.6 Discussion

The dynamic interactions between control and communications result in very in-
teresting situations for the performance of wireless NCSs which were not yet well
understood. The present work addresses the problem of joint design of control and
communication for multiple control systems over the IEEE 802.15.4 wireless net-
work. We first presented how the wireless network affects the performance of NCSs
by showing the achievable region of the control performance. Moreover, a simi-
lar trend of the network throughput and the control cost was devised. Based on
these results we conclude that the choice of the sampling period greatly influences
the control performance, network throughput, overall energy consumption but also
the robustness of the NCS. A co-design method was proposed for wireless NCSs
by considering the critical aspects of both control and communication systems. In
particular, a constrained optimization problem is formulated, where the objective
function is the energy consumption of the network and the constraints are the packet
loss probability and delay, which are derived from the desired control performance.
Numerical results illustrated the efficiency of the proposed co-design approach. We
also proposed computationally efficient methods to perform the co-design approach,
which can be used an online fashion, and practically applied. A comparison between
these two approaches is in the scope of our future work.





Chapter 7

Conclusions

In this thesis, we focused on the problem of controlling wireless NCSs with ensured
closed-loop performance guarantees and efficient resource usage. The resources we
considered was the energy consumption of the wireless nodes and the wireless net-
work bandwidth. Our contributions addressed this problem, where we provided
solutions that have a potential to be applied in real wireless NCSs.

In Chapters 3 and 4, we designed and experimentally evaluated an architecture
that addressed the aforementioned problem. This architecture was based on three
different sensor communication mechanisms which we denoted by event-based, pre-
dictive and hybrid. For each mechanism, we devised suitable scheduling and MAC
parameter design such that real-time guarantees on packet delivery were provided to
control-loop nodes. These mechanisms were experimentally evaluated with respect
to their achievable control performance, energy efficiency as well as how efficient
the network bandwidth is utilized. The results showed that all the proposed archi-
tectures achieved close-loop performances similar to the ones provided by a typical
periodic implementation of the controller, while increasing battery lifetime between
40% to 60%. We demonstrated that an event-based mechanism is suitable for ap-
plications where high control performances are required, and the network is used
solely for the control system. On the other hand, a predictive mechanism implemen-
tation had a clear advantage if the wireless network is shared among other nodes.
However, this mechanism had the drawback of being less robust to disturbances
affecting the closed-loop system. In order to solve this issue, we proposed a hybrid
sensor communication mechanism which joined the benefits of the other two devised
mechanisms. By utilizing a hybrid MAC and dynamic scheduling, this mechanism
exhibited high control performances, robustness to disturbances and an efficient
network bandwidth utilization among network nodes. The less positive side of the
hybrid sensor communication mechanism is that a relatively lower battery lifetime
of sensor nodes was achieved, when compared to the other two proposals.

The implementation of event-triggered PI controllers for industrial process con-
trol was proposed in Chapter 5. Motivated by the requirement of improving energy
efficiency of wireless NCSs in the process industry, we presented suitable event-
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triggered PI controller implementations which achieved closed-loop control perfor-
mances similar to a periodically sampled PI controller. A novel aperiodic sampling
technique, where event generation is based on the control input value, was pro-
posed and evaluated. We demonstrated by simulations that this technique is very
promising, providing suitable closed-loop control performances with no undesirable
effects, while generating a very low number of sensor transmissions.

Chapter 6 presented a framework for the joint design of control and communica-
tions in CSMA/CA wireless NCSs. We investigated the wireless network effects on
the control performance and showed that the choice of the sampling period greatly
influences the control performance, network throughput, overall energy consump-
tion but also the robustness of the NCS. A co-design approach was proposed to
achieve required control performances while minimizing the energy consumption
of the wireless network nodes. Numerical results illustrated the efficiency of the
proposed co-design approach and showed that a well-defined design procedure is
required in order to achieve high performances in wireless NCSs.

7.1 Future Work

The current work can be extended in several directions. Some suggestions are given
below.

The work presented in this thesis indicates that great benefits can be achieved by
performing sampling and control aperiodically. However, there are still many open
issues related to these mechanisms. When dealing with real applications, distributed
solutions have a clear advantage since each agent can perform decisions based on
local information, and no centralized unit is required. As shown in Chapters 3 and 4,
synchronization messages greatly decrease energy efficiency of the wireless network.
Therefore, we aim at investigating distributed solutions to the mechanisms proposed
in Chapter 3. In the same line of work, we intend to study how such mechanisms
would perform when a contention-based MAC is used and when loss of critical
messages occur between control loop nodes.

The event-triggered PI controller implementations proposed in Chapter 5 seems
suitable for industrial process control. The controllers were devised to guarantee
closed-loop performances close to a periodic implementation of a PI controller, both
during transient and steady-state, while reducing the number of control updates. We
are currently aiming at experimentally validating such event-triggered controllers in
a real industrial plant. From a real experiment, we expect to gain insight on other
practical issues that were not evaluated in this thesis. Moreover, further influences
of the network are also in the scope of our future work.



Chapter A

Appendix

A.1 PI tuning

We now introduce the tuning methods we used for the PI controller.
In order to evaluate the performance of a PID controller, several performance

metrics have been proposed, see (Åström and Hägglund, 2006) for a detailed overview.
In our study we will use the Integrated Absolute Error (IAE) as the performance
metric to characterize how well the PID controller is performing, under all condi-
tions. The calculation of the IAE is as follows,

IAE =
∫ ∞

0

|e(t)|. (A.1)

From the PI control literature, there exist many tuning methods ranging from
pure heuristics, pole placement, optimization based methods, etc. See see (Åström
and Hägglund, 2006) for a detailed overview. A simple and efficient tuning method
called AMIGO (Approximate M-Constrained Integral Gain Optimization) was pro-
posed in (Åström and Hägglund, 2006). This method is derived by performing step
response analysis over a large range of heterogeneous processes, which are denoted
as “the test batch” , in the same spirit of the classic Ziegler Nichols methods. The
PI controller parameters are achieved according to the parameters of a first-order
plus time-delay (FOTD) approximation of the real plant. A FOTD model is also
typically known as a KLT model in the control literature and is defined as,

G(s) =
K

1 + sT
e−sL, (A.2)

with static gain K, time-constant T and a time-delay L. The controller parameters
given by the AMIGO tuning rules are (Åström and Hägglund, 2006),

Kp =
0.15
K

+
(

0.35− LT

(L + T )2

) T

KL

Ti = 0.35L+
13LT 2

T 2 + 12LT + 7L2

(A.3)
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