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$c_{7}=2, c_{8}=20 k=2.2$
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- In average you will have to search through half the array - $O(n)$ We often only care about the average case - but need to be aware of the worst case.
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