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Abstract— In this work, a set of conditions are presented for
establishing exponential stability and bounds on the conver-
gence rates of both general and positive linear systems with
heterogeneous time-varying delays. First, a sufficient condition
for delay-independent exponential stability of general linear
systems is derived. When the time delays have a known upper
bound, we present an explicit expression that bounds the decay
rate of the system. We demonstrate that the best decay rate
that our bound can guarantee can be easily found via convex
optimization techniques. Finally, for positive linear systems, we
show that the stability condition that we have developed is
also necessary. The validity of the results is demonstrated via
numerical examples.

I. INTRODUCTION

Many real-world processes, for example in economics,
biology and communication networks, deal with physical
quantities that cannot attain negative values [1]–[5]. It is
thus necessary that the state trajectories of dynamical models
characterizing such processes are constrained within the
positive orthant for all nonnegative initial conditions. Such
systems are commonly referred to as positive systems. Due
to the ubiquity of positive systems and the wide variety of
applications, the analysis and control of such systems has
attracted considerable attention from the control community
(see, for example, [6]–[13] and references therein).

Many processes that are described by positive systems
are comprised of interconnected subsystems that exchange
information. In reality, however, this information might not
necessarily be transferred instantaneously and subsystems
might not react instantaneously to changes in external stim-
ulus. To describe the evolution of such systems, it is nec-
essary to include models of time delays in the dynamical
models. While general linear systems tend to be sensitive
to time delays and typically become oscillatory or even
unstable [14]–[16], positive linear systems have been shown
to be insensitive to bounded time delays [17]–[20]. In other
words, such systems are asymptotically stable if and only if
the corresponding delay-free system is asymptotically stable.

Most of the results in the literature have studied asymptotic
stability of positive linear systems. Nevertheless, there are
processes and applications for which it is desirable that
the system converges quickly enough to the equilibrium.
However, quantitative stability measures, such as the decay
rate, can be highly dependent on the magnitude of time
delays. The exponential stability of positive linear systems
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with constant time delays was recently investigated by Zhu
et al. [21], where it is shown that the decay rate depends
on the magnitude of the delays. Extensions, however, to the
time-varying delay case are non-trivial. The main reason for
this is that the results for constant delays rely on Lyapunov-
Krasovskii functionals, which often lead to excessive con-
servativeness when the delays are time-varying.

In this paper, we develop a set of powerful conditions
for establishing exponential stability of general and positive
linear systems with heterogeneous time-varying delays. First,
using a suitable Lyapunov-Razumikhin function, we derive
a sufficient condition for delay-independent exponential sta-
bility of general linear systems. For the case when the time
delays have a known upper bound, we present an explicit
expression that bounds the decay rate of the system. We
demonstrate that the best decay rate that our bound can
provide, along with parameters for the associated Lyapunov-
Razumikhin function, can be found via convex optimization
techniques. Finally, for positive linear systems, we show
that the stability condition that we have developed is also
necessary.

The remainder of the paper is organized as follows. In
Section II, we introduce the notation that will be used
throughout the paper and review some required preliminaries
that are useful for the development of the results in this
paper. Section III gives a description of the problem under
consideration. The main results of this paper are stated in
Section IV. Illustrative examples are presented in Section V,
justifying the validity and benefits of our results. Finally,
concluding remarks are given in Section VI.

II. NOTATION AND PRELIMINARIES

A. Notation

Throughout the paper, vectors are written in bold lower
case letters and matrices in capital letters. The non-negative
orthant of the n-dimensional real space Rn is represented
by Rn+. The ith component of a vector x is denoted by
xi, and the notation x ≥ y implies that xi ≥ yi for all
components i. For A ∈ Rn×n, aij denotes the entry in row
i and column j, and |A| denotes the matrix whose elements
are |aij | for all i, j. The matrix A is said to be Hurwitz if all
its eigenvalues have negative real parts. The spectral abscissa
of a matrix A is the maximum real part of the eigenvalues
of A and is denoted by π(A). Given a vector v > 0, the
weighted l∞ norm is defined by

‖x‖v∞ = max
1≤i≤n

∣∣∣∣xivi
∣∣∣∣ .



For a real number x, the function sgn(x) is the signum
function defined by

sgn(x) =


1, if x > 0,
0, if x = 0,
−1, if x < 0.

B. Preliminaries

Next, we review the key definitions and results necessary
for developing the main results of this paper. The following
definition introduces non-negative and Metzler matrices.

Definition 1 A matrix A ∈ Rn×n is called non-negative if
aij ≥ 0 for all i, j. It is called a Metzler matrix if aij ≥ 0
for all i 6= j.

The next proposition provides some known properties of
Metzler matrices. These conditions are useful when analyz-
ing the stability of continuous-time positive linear systems.

Proposition 1 ( [22]) Let A ∈ Rn×n be Metzler. Then, the
following statements are equivalent.
(a) There exists a vector v > 0 such that Av < 0;
(b) A is Hurwitz.

The next definition introduces the logarithmic matrix norm.

Definition 2 ( [23]) For a square matrix A ∈ Rn×n, the
logarithmic norm (also known as the measure) of A is defined
by

µ(A) , lim
s→0+

‖In + sA‖ − 1

s
,

where In is the n×n identity matrix, and ‖ ·‖ is an induced
matrix norm. Note that the logarithmic norm is not a matrix
norm and that it may take negative values. For the weighted
l∞ norm, the corresponding logarithmic norm of matrix A
is given by

µv
∞(A) = max

1≤i≤n

aii +∑
j 6=i

1

vi
|aij |vj

 .

The Lyapunov-Razumikhin theorem is used extensively
to analyze stability of systems with time delays. In what
follows, we give a brief summary of the theorem. Consider
the retarded functional differential equation

ẋ
(
t
)
= f

(
t,x(t− τ1(t)), . . . ,x(t− τm(t))

)
, t ≥ 0,

x
(
t
)
= ϕ

(
t
)
, t ∈ [−τ, 0],

(1)

where m ∈ N, x(t) ∈ Rn is the state variable, τi(t)
for i = 1, . . . ,m represent the time-varying delays satisfying
0 ≤ τi(t) ≤ τ , and ϕ(·) is a given continuous vector-
valued function. The Lyapunov-Razumikhin theorem gives
conditions for x(t) = 0 to be uniformly asymptotically
stable.

Proposition 2 ( [16]) Suppose u, w : R+ → R+ are
continuous non-decreasing functions, v : R+ → R+ is a

strictly increasing function, u(s), v(s), and w(s) are positive
for s > 0 and u(0) = v(0) = 0. If there is a continuous
functional V such that:

i) u(‖x‖) ≤ V (t,x) ≤ v(‖x‖), for all t ≥ 0 and for all
x ∈ Rn;

ii) there exists a scalar q > 1 such that the derivative of
V along the solution x(t) of (1) satisfies

V̇ (t,x(t)) ≤ −w(‖x‖),

if V (t+ θ,x(t+ θ)) ≤ qV (t, x(t)), θ ∈ [−τ, 0],
then, the time delay system (1) is uniformly asymptotically
stable. If u(s) → ∞ as s → ∞, then (1) is also globally
uniformly asymptotically stable.

Throughout this paper we will use the following concept of
exponential stability.

Definition 3 The solution x(t) = 0 of (1) is said to be
globally exponentially stable if there exist positive reals α
and β such that for any initial condition ϕ(·), the solution
x(t) of (1) satisfies

‖x(t)‖ ≤ β
(

sup
−τ≤s≤0

‖ϕ(s)‖
)
e−αt, ∀t ≥ 0.

III. PROBLEM STATEMENT

Consider a linear system with time-varying (possibly)
heterogeneous delays, given by

ẋi
(
t
)
=

n∑
j=1

aijxj
(
t
)
+

n∑
j=1

bijxj
(
t− τ ij(t)

)
, t ≥ 0,

xi
(
t
)
= ϕi

(
t
)
, t ∈ [−τ, 0], i = 1, . . . , n,

(2)

where x(t) = [x1(t), . . . , xn(t)]
T ∈ Rn is the state variable,

A = [aij ] ∈ Rn×n, B = [bij ] ∈ Rn×n are system matrices,
and ϕ(·) = [ϕ1(·), . . . , ϕn(·)]T is the continuous vector-
valued function specifying the initial state of the system.
The delays τ ij(t) are assumed to be time-varying continuous
functions with respect to t and satisfy

0 ≤ τ ij(t) ≤ τ, ∀t ≥ 0, i, j = 1, . . . , n,

where τ is a positive constant. Note that τ ij(t) can be
arbitrarily fast varying and no restriction on the derivative
of τ ij(t) is imposed.

System (2) is said to be positive if for every non-negative
initial condition ϕ(·) ∈ Rn+, the corresponding state trajec-
tory is non-negative, that is x(t) ≥ 0 for all t ≥ 0. Positivity
of (2) is readily verified using the following result.

Proposition 3 ( [19]) System (2) is positive if and only if A
is a Metzler matrix and B is non-negative.

It should be stressed here that the non-negativity of the
initial condition is essential for ensuring positivity of the state
evolution of system (2). In other words, when ϕ(·) ∈ Rn+ is
not satisfied, x(t) may not stay in the positive orthant even
if the conditions of Proposition 3 hold.



While x = 0 is clearly an equilibrium point of system (2),
it is not necessarily stable. Moreover, the stability will,
in general, depend on the magnitude and variation of the
time delays. The main objectives of this paper is therefore
to (i) provide a sufficient condition for delay-independent
exponential stability of the system (2) under heterogenous
time-varying delays that is computationally simple to verify;
and to (ii) give explicit estimates of the decay rates of (2).
Finally, as discussed in the introduction, positive linear
systems are particular in the sense that they have been shown
to be insensitive to bounded time delays [17]–[19]. Our final
aim is hence to (iii) determine how the decay rate of such
systems with bounded time-varying delays depends on the
magnitude of the time delays.

IV. MAIN RESULTS

Two important approaches in the stability analysis of time-
delay systems are (a) Lyapunov-Krasovskii method, and (b)
Lyapunov-Razumikhin method [16], [24], [25]. In [17], a
necessary and sufficient condition for asymptotic stability
of positive linear systems with constant delays has been
derived by using a linear Lyapunov-Krasovskii functional.
However, the Lyapunov-Krasovskii method often requires the
time-varying delay τ(t) to satisfy conservative conditions
on the rate of change of the delay, τ̇(t). For investigating
the exponential stability of positive linear systems with
heterogenous time-varying delays, we employ a Lyapunov-
Razumikhin approach which allows us to impose minimal
restrictions on delays. In particular, we make use of the
following Lyapunov-Razumikhin function

V
(
x(t)

)
=
∥∥x(t)∥∥v∞,

where v is a positive vector.
The following theorem is our first key result, which states

a sufficient condition for delay-independent exponential sta-
bility of general linear systems with bounded time-varying
delays.

Theorem 1 Suppose that there exists a vector v > 0 such
that

aii + |bii|+
∑
j 6=i

1

vi

(
|aij |+ |bij |

)
vj < 0, (3)

for i = 1, . . . , n. Let ηi be the unique positive solution of
the equation

ηi +

( n∑
j=1

1

vi

∣∣bij |vj)eηiτ = −
(
aii +

∑
j 6=i

1

vi
|aij |vj

)
. (4)

Then, system (2) is globally exponentially stable for any
arbitrary bounded time-varying delays. In particular, every
solution x(t) of (2) satisfies the condition

‖x(t)‖v∞ ≤ ‖ϕ‖e−ηt, t ≥ 0,

where η = min1≤i≤n ηi, and

‖ϕ‖ = sup
−τ≤s≤0

‖ϕ(s)‖v∞.

Remark 1 Equation (4) has three parameters; namely, the
positive vector v, ηi, and the maximum allowable delay
bound τ . For any fixed τ ≥ 0, and any fixed v > 0,
(4) is a nonlinear equation with respect to ηi > 0. From
inequality (3), it is easily deduced that the left-hand side
of the equation (4) is smaller than the right-hand side for
ηi = 0, and strictly monotonically increasing for ηi > 0;
therefore, (4) has always a unique solution ηi which satisfies

0 < ηi ≤ −

aii + |bii|+∑
j 6=i

1

vi

(
|aij |+ |bij |

)
vj

 .

Note that ηi is monotonically decreasing in τ for all i, and
approaches zero as τ tends to infinity. Hence, Theorem 1
shows that the guaranteed decay rate slows down as the
delays increase in magnitude.

Given a matrix A ∈ Rn×n, we define AM =
[
aMij
]

to be

aMij =

{
aii, i = j,

|aij |, i 6= j.

Recalling the definition of µv
∞ (Definition 2), the stability

condition (3) can now be rewritten as

µv
∞
(
AM + |B|

)
< 0. (5)

Remark 2 Since AM is Metzler and |B| is non-negative,
AM+|B| is a Metzler matrix. According to Proposition 1, In-
equality (5) holds if and only if AM + |B| is Hurwitz.

Remark 3 It was shown in [26] that if µ(A) + ‖B‖ < 0,
the linear system ẋ(t) = Ax(t)+Bx(t−τ) with the constant
delay τ ≥ 0 is asymptotically stable. Using the triangle
inequality for the logarithmic norm [27, p. 41] gives

µv
∞
(
AM + |B|

)
≤ µv

∞(A) + ‖B‖v∞,

where we used the fact that µv
∞(AM ) = µv

∞(A) and
µv
∞
(
|B|
)
= ‖B‖v∞. This indicates that for the weighted l∞

norm, the stability condition (5) is less conservative than that
in [26].

Remark 4 In [15], the authors considered the linear time-
delay system of the form

ẋi(t) = aiixi(t) +
∑
j 6=i

aijxj(t− τ ij), (6)

where i = 1, . . . , n, and τ ij are non-negative constants for
all i, j. It was proven in [15, Theorem 1] that if there exists
a vector v > 0 such that

viaii +
∑
j 6=i

vj |aij | < 0, i = 1, . . . , n, (7)

then (6) is globally asymptotically stable. We now show that
Theorem 1 coincides with this result and extends it to the
case with time-varying delays. Define matrices

A = diag(a11, . . . , ann), B = [bij ],



where bij = aij for i 6= j, and bii = 0. According to
Theorem 1, if there exists a vector v > 0 such that

aii +
∑
j 6=i

1

vi
|aij |vj < 0,

for all i, which is equivalent to (7), then the linear system (6)
is globally exponentially stable for all bounded time delays.
Note also that the impact of delays on the decay rate was
missing in [15].

We will now show that the stability condition in Theorem 1
is not only sufficient but also necessary to guarantee expo-
nential stability of positive linear systems with heterogenous
bounded time-varying delays.

Theorem 2 Suppose that A is a Metzler matrix and B is
a non-negative matrix. Then, the following statements are
equivalent.

(a) A+B is Hurwitz;
(b) There exists a vector v > 0 such that (A+B)v < 0;
(c) There exists a vector v > 0 such that µv

∞(A+B) < 0;
(d) The positive system (2) is globally exponentially stable

for all bounded time-varying delays.

Moreover, for any non-negative initial condition ϕ(·) ∈ Rn+,
the solution x(t) of (2) satisfies

‖x(t)‖v∞ ≤
(

sup
−τ≤s≤0

‖ϕ(s)‖v∞
)
e−ηt, t ≥ 0,

where η = min1≤i≤n ηi, and ηi is the unique positive
solution of the following equation

ηi +

( n∑
j=1

1

vi
bijvj

)
eηiτ = −

n∑
j=1

1

vi
aijvj . (8)

According to Theorem 2, the positive linear system (2)
is exponentially stable if and only if the corresponding
system without delay is exponentially stable. In this case,
the following set of linear inequalities in v,{

(A+B)v < 0,

v > 0,
(9)

is feasible. The above stability condition is a linear program-
ming (LP) problem in v and, thus, can be verified numer-
ically in polynomial time. Moreover, any feasible solution
v to the above LP problem ensures that the solution x(t)
of (2) is globally exponentially convergent to the origin with
the rate η = min1≤i≤n ηi, where ηi satisfies (8). It is easily
seen that the guaranteed decay rate depends on the choice
of vector v. Next, we will show that the best decay rate
that our results can ensure, along with the associated vector
v that parameterizes the Lyapunov-Razumikhin function can
be found via convex optimization. To this end, we use the
logarithmic change of variables zi = log(vi) (i.e., vi = ezi )
for i = 1, . . . , n. Then, the search for v can be formulated
as

maximize η
subject to:

η ≤ ηi, (10a)

aii + bii +
∑
j 6=i

(
aij + bij

)
ezj−zi < 0, (10b)

aii +
∑
j 6=i

aije
zj−zi +

n∑
j=1

bije
zj−zi+ηiτ + ηi ≤ 0, (10c)

i = 1, . . . , n,

with (8) and (9) (in terms of z) being extra constraints. The
optimization variables are the decay rate η and the vector
z = [z1, . . . , zn]

T . Since aij ≥ 0 for all i 6= j and bij ≥ 0
for all i, j, the last two constraints in (10) are convex in η and
z. This implies that this is a convex optimization problem;
hence, it can be efficiently solved.

Remark 5 The asymptotic stability of positive linear sys-
tems was investigated with constant delays in [17], and with
time-varying delays in [18], [19]. Similar to Theorem 2, the
stability conditions presented in [17]–[19] are necessary and
sufficient, but for asymptotic stability. In this work, we show
that the condition for exponential stability is also necessary
and sufficient. Furthermore, the impact of delays on the
decay rate of (2) has been missing in [17]–[19], whereas
Theorem 2 provides an explicit bound on the decay rate that
allows us to quantify the impact of delays on the decay rate.

V. ILLUSTRATIVE EXAMPLES

In this section, we illustrate our theoretical results by
numerical examples. First, we demonstrate that Theorem 1 is
less conservative than the stability criteria proposed in [28],
[29]. Then, we explore our decay rate bound and demon-
strate how the convex optimization formulation allows to
find Lyapunov-Razumikhin functions with much stronger
guarantees than alternative approaches.

Example 1: Consider the system described by (2) with

A =

[
−2 −1
0 −2

]
, B = α

[
0 1
1 0

]
, (11)

where α is a non-negative parameter. According to Theo-
rem 1 and Remark 2, for global exponentially stability, it is
sufficient that the matrix[

−2 1
0 −2

]
+ α

[
0 1
1 0

]
,

is Hurwitz which holds for α ≤ 1.5616.
For α = 1 and constant delay τ (τ ij(t) = τ for all i, j),
stability of (11) was studied in [28, Example 1] where it
was shown that (11) is globally asymptotically stable if
τ ≤ 0.4212. It was shown in [29, Example 3] that (11)
is stable for arbitrary bounded time-varying delays, provided
that α ≤ 1.5322. Hence, in this example, the result obtained
by Theorem 1 is less conservative than those given in [28],
[29]. Note also that the exponential stability of linear systems
with heterogeneous time-varying delays were not considered
in either [28] or [29].



Example 2: Consider system (2) with

A =

[
−6 2
1 −3

]
, B =

[
3 0
0 0.5

]
. (12)

The time-varying delays are given by τ11 (t) = 5+sin(t), and
τ22 (t) = 3+ cos(t). Obviously, one may choose τ = 6 as an
upper bound on these delays. Moreover, A is Metzler and B
is non-negative, so the system (12) is positive.
By Theorem 2, since A+B is Hurwitz, (12) is globally ex-
ponentially stable, and hence the following set of inequalities
must be fulfilled

[
−3 2

1 −2.5

][
v1

v2

]
< 0,

v1, v2 > 0.

(13)

As we have already discussed in Section IV, any feasible
solution v of the above LP problem can be used to find
a guaranteed rate of convergence of the system (12) by
computing the associated η in (8). One natural candidate for
v can be found by considering the delay-free case (system (2)
with τ ij(t) = 0). According to the Perron-Frobenius theorem
for Metzler matrices [4, Theorem 17], if A + B is Metzler
and irreducible, then there exists an eigenvector v1 > 0 such
that

(A+B)v1 = π(A+B)v1.

If π(A + B) < 0, it is clear that vector v1 satisfies (13).
For the positive system (12), π(A+B) = −1.3139, and the
corresponding eigenvector is v1 =

[
0.7645 0.6446

]T
. By

using this solution together with τ = 6, the solutions to the
nonlinear equation (8) can be obtained as η1 = 0.0583, and
η2 = 0.1957. Thus, (12) is globally exponentially stable with
decay rate η = min{0.0583, 0.1957} = 0.0583. In particular,

‖x(t)‖v
1

∞ ≤
(

sup
−τ≤s≤0

‖ϕ(s)‖v
1

∞

)
e−0.0583t, t ≥ 0.

The left-hand side of Figure 1 gives the simulation results
of the actual decay rate of the solution of (12), ‖x(t)‖v1

∞ ,
and the theoretical upper bound e−0.0583t when the initial
condition is ϕ(t) = v1. Of course, v1 is only one of
the possible solutions of (13). Next, by solving the convex
optimization problem (10), we get v? = [0.9020, 0.4317]T ,
and η? = 0.0837, which implies that the system (12) is
globally exponentially stable with decay rate 0.0838, and
the solution x(t) satisfies

‖x(t)‖v
?

∞ ≤
(

sup
−τ≤s≤0

‖ϕ(s)‖v
?

∞

)
e−0.0838t.

The right-hand side of Figure 1 gives the simulation results
of ‖x(t)‖v?

∞ , and the theoretical upper bound e−0.0838t

when the initial condition is ϕ(t) = v?.
We can see that the linear inequalities (13) do not help us
in guiding our search for a vector v which guarantees a
fast decay rate. In contrast, solving the convex optimization
problem (10) finds the best η? that our bound can guarantee
along with the associated v?.
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Fig. 1. Comparison of upper bounds and actual decay rates of the solution
x(t) without (left) and with (right) convex optimization for the positive
system described by (12) in Example 2.

VI. CONCLUSIONS

In this paper, we have derived a set of easily verifiable
conditions for establishing exponential stability of both gen-
eral and positive linear systems with heterogeneous bounded
time-varying delays. First, we derived a sufficient condition
for delay-independent exponential stability of general linear
systems. When the time delays have a known upper bound,
an explicit expression that bounds the decay rate of the
system was presented. The best decay rate that our bound
can provide can be easily found via convex optimization
techniques, as demonstrated in an illustrative example. Fi-
nally, for positive linear systems, we have shown that the
stability condition developed is also necessary.
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