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Abstract—Latest advances in Wavelength Division 
Multiplexing (WDM) technology make it possible to build 
all-optical transparent networks, which are considered to be 
able to satisfy the rapidly growing capacity demand. 
However, in a transparent WDM network the optical signal 
transmitted from a source to a destination node might be 
degraded due to physical layer impairments induced by 
transmission through optical fibers and components. 
Several Impairment Constraint Based Routing (ICBR) 
algorithms have been proposed to consider physical layer 
impairments during the connection-provisioning phase in 
order to prevent selecting a lightpath with poor signal 
quality. However, these algorithms support only a single 
quality of transmission threshold for all connection 
requests, while next generation networks and the future 
Internet are expected to support a variety of services with 
potentially disparate QoS requirements. In this paper, we 
propose the use of bit error rate (BER) as a differentiation 
of service parameter for connection requests in optical 
WDM networks. This is achieved through the use of ICBR, 
whereby various BER thresholds are set depending on the 
QoS requirements for accepting/blocking the connection 
requests during the connection-provisioning phase. The 
evaluation results reveal that significant network 
performance improvement in terms of connection blocking 
can be achieved, compared to non-differentiated 
conventional routing and wavelength assignment (RWA) 
and ICBR algorithms. 
 
Index Terms—Impairment Constraint Based Routing 
(ICBR), differentiation of services, signal quality, physical 
layer impairments, connection provisioning, transparent 
optical networks. 
 

I.  INTRODUCTION 

Transparent WDM networks constitute a promising 
solution to cater for the rapid growing of bandwidth 

demand in next generation networks and the future 
Internet. In such networks, the signal is transported from 
source to destination in the optical domain via all-optical 
channels (also referred to as lightpaths [1]) with capacity 
that can reach 100 Gbit/s [2]. These lightpaths do not 
require any intermediate optoelectronic processing, thus 
reducing the number of costly O/E/O converters. In 
addition, all-optical networks offer bit rate, signal format, 
and protocol transparency.  

Many routing and wavelength assignment (RWA) 
algorithms [3][4] have been proposed in order to assign a 
lightpath, i.e. a route and wavelength, to a connection 
request. One objective of these RWA algorithms is to 
reserve the minimum amount of network resources for all 
connection requests. By minimizing the amount of 
reserved resources, the reduction in connection blocking, 
i.e. the blocking of a connection request due to the lack of 
available resources in the network, is expected.  

However, these RWA algorithms base their routing 
decisions only on the availability of network resources, 
and assume that optical fibers and components are ideal. 
But in practice, an optical signal might be degraded by 
physical layer impairments inherent in the fiber segments 
and optical components, in the absence of intermediate 
optoelectronic conversions offering signal regeneration 
[5]. This effect clearly introduces the need to consider 
physical layer impairments during the connection-
provisioning phase, i.e. the need to solve the so-called 
Impairment Aware Routing and Wavelength Assignment 
(IA-RWA) problem. The objective of solving the IA-
RWA problem is not only to minimize the amount of 
reserved network resources, i.e. to reduce the connection 
blocking, but also to guarantee the required quality of 
transmission level, e.g. measured in terms of bit error rate 
(BER), for each connection request.  

Physical layer impairments can be divided into linear 
and non-linear [6][7]. Linear impairments do not depend 
on the signal power and affect each channel individually. 
A list of the most important linear impairments includes: 
Amplified Spontaneous Emission (ASE) noise, Group 
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Velocity Dispersion (GVD) and Polarization Mode 
Dispersion (PMD). ASE is due to optical amplification, 
whereby optical amplifiers degrade the optical signal to 
noise ratio (OSNR) of the transmitted optical signal. 
GVD causes a pulse broadening effect and is the result of 
different spectral components traveling at different 
velocities. PMD causes optical power variation and signal 
distortion due to the fiber birefringence where each of the 
two orthogonally polarized modes travels slower than the 
other. Non-linear impairments on the other hand, are 
triggered due to the response of the optical fiber to 
intense optical signals [8][9]. Specific nonlinear effects 
that are important in the context of optical signal 
transmission in fibers are Self Phase Modulation (SPM) 
and Cross Phase Modulation (XPM) caused by the 
dependence of the fiber refractive index on the intensity 
of the applied electromagnetic field. SPM is an effect 
through which an optical signal causes degradation of  
itself in the form of spectral broadening and pulse 
chirping. On the other hand, XPM introduces spectral 
broadening of the optical signal through its interaction 
with the other channels also transmitted in the same fiber. 
Another important nonlinear effect is Four Wave Mixing 
(FWM), by reason of which unwanted optical 
components are generated due to propagation of the 
optical channels through the fiber. Nonlinear effects are 
in general emphasized for high signal power levels and 
longer transmission distances. In summary, both linear 
and non-linear impairments are highly dependent on the 
fiber characteristics which in turn are sensitive to length, 
temperature and age. 

Several Impairment Constraint Based Routing (ICBR) 
algorithms [10][11] have been proposed in the literature 
to solve the IA-RWA problem. The work in [10] presents 
two different ICBR algorithms. One of them first selects 
the lightpath with the shortest physical distance and then 
it checks the lightpath signal quality. The second one 
picks the first available wavelength on the selected route, 
and then performs a signal quality check on that specific 
wavelength. If the signal quality of the selected 
wavelength does not satisfy the signal quality threshold, 
the next available wavelength is chosen. Both ICBR 
algorithms in [10] compare the signal quality of the 
selected lightpath against a single quality threshold and 
consider only linear physical layer impairments, namely 
PMD and ASE noise. The work in [11] considers, in 
addition to linear physical layer impairments, also the 
effect of non-linear impairments, i.e. SPM, XPM, and 
FWM. The authors present an ICBR algorithm that 
characterizes and orders the wavelengths based on their 
quality factor (Q-factor) values and it chooses the 
lightpath with the highest Q-factor. This lightpath quality 
is then compared against a single quality threshold.  

The family of ICBR algorithms outlined above are 
usually referred to as Impairment-Aware Best-Path 
(IABP) routing algorithms because of the way they make 
routing decisions, i.e., they always assign each 
connection request the least impaired lightpath, regardless 
of the signal quality requirement of the connection 
request. However, a variety of services, such as peer-to-

peer (P2P) applications, high definition television 
(HDTV) and Audio Video On Demand (AVOD), require 
different quality of transmission, bandwidth and delay, 
while these ICBR algorithms treat all connection requests 
in the same manner. In other words, they support only a 
single signal quality threshold, uniformly to all 
connection requests (i.e. the lowest BER). As a 
consequence, these single-threshold approaches may 
unnecessary block connection requests that could sustain 
signal degradation of some extent, i.e. higher BER than 
the single threshold imposed by these flat-service ICBR 
schemes. In addition, for those connection requests that 
are accepted, such single-threshold approaches may 
overprovision network resources, i.e. connection requests 
with low BER threshold are unnecessarily assigned well 
performing fibers, with a potentially detrimental effect on 
the overall connection blocking.  

To overcome these deficiencies, this paper proposes 
and evaluates a novel ICBR algorithm, referred to as 
ICBR-Diff, supporting differentiation of services at the 
BER level. In the proposed algorithm, various BER 
thresholds are considered for accepting/blocking 
connection requests in the connection-provisioning phase, 
depending on the signal quality requirements of the 
connection requests. This allows for a better use of the 
available resources by offering optical signal quality that 
is good enough for a specific connection request. 
Simulation results on the Pan-European test network 
topology and NSFNet topology, show significant 
improvement in terms of connection blocking, compared 
with conventional Shortest Path and IABP algorithms. 

The rest of this paper is organized as follows. Section 
II presents the transmission link model and physical layer 
impairments model used for proposed algorithm. In 
Section III, the proposed ICBR-Diff algorithm is 
described. The performance evaluation of the ICBR-Diff 
algorithm is presented in Section IV. Finally, Section V 
provides some concluding remarks.  

II.  ESTIMATING THE TRANSMISSION QUALITY OF THE 
CONNECTION REQUESTS 

This section describes the assumptions made and 
provides details on (i) the approach and (ii) the equations 
used to estimate the transmission quality of a connection 
request routed along a given path in the network. 

It is assumed that the WDM network has an arbitrary 
physical topology (mesh). The WDM mesh is modeled as 
a graph G=(N,L) where N represents the set of network 
nodes, i.e. OXCs, and L represent the set of network 
links. It is assumed that every network link consists of a 
set of bidirectional fibers, F, where each fiber carries a set 
of wavelengths, W.  

Given a connection request r between a source and a 
destination node, the objective of any impairment 
constrained based routing strategy is to find a path p ∈ 
G=(N,L) able to accommodate some predefined quality 
of transmission requirements. In this work the quality of 
transmission is measured in terms of bit error rate (BER). 
The BER computation may vary depending on the 
assumptions made in modeling a network link and on the 
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optical impairments that are considered. A detailed 
description of the assumptions used to model each 
network link is provided next. 

A.  Network link model 
Amplification and dispersion management [12][13] 

techniques are some of the available approaches used to 
increase the reach of optical transparent transmissions, 
and to guarantee an acceptable level of signal quality at 
the receiver (i.e. the destination node). In this work, these 
techniques, combined with the approach presented by G. 
Markidis et al. [11], are used to model the transmission 
link connecting two nodes in the network, as shown in 
Fig. 1.  

 
Figure 1. Network link architecture. 

 
Fig. 1 shows that the assumed network link consists of 

a sequence of single mode fiber (SMF) spans. Their 
number may vary according to the physical distance 
separating the two nodes. Erbium-doped fiber amplifiers 
(EDFAs) are inserted following each fiber span in order 
to compensate for the power loss induced by the fiber. 
For long-haul DWDM transmission careful dispersion 
management is critical. In this context, a non-resonant 
dispersion map that utilizes pre-compensation and post-
compensation aiming to achieve optimum system 
performance is used. Accumulated dispersion is also 
compensated by allocating in line dispersion 
compensating fiber (DCF).  Based on this model, the Q-
factor of each link is computed. This computation is then 
be used in the estimation of the transmission quality on 
an entire path p, as explained in the next sections. 

B.  Estimating the transmission quality of a link in the 
network 

In this work, the effect of physical layer impairments is 
quantified using the quality factor Q, defined as [11]. The 
Q-penalty factor includes both linear and non-linear 
physical layer impairments, namely ASE noise, the 
combined effects of SPM/GVD and optical filtering, 
FWM, and XPM. ASE, FWM and XPM are calculated by 
assuming that they follow a Gaussian distribution. For the 
combined SPM/GVD and optical filtering effects, they 
are quantified through an eye closure penalty metric. The 
Q-penalty factor on the k-th link can be expressed as: 
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where  is the relative eye closure attributed to 

SPM/GVD and optical filtering effects,  is the 

electrical variance of ASE noise, while  and 

 are the electrical variance of FWM and XPM 

induced degradation respectively. Details on each one of 
these terms are provided next. 
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1) ASE noise: the electrical variance of the ASE noise 
[7] of the k-th link, calculated at the end of the cascade of 
the optical amplifiers, can be expressed as:  

                       
o

e
ASEavgkASE B

B
PPR ⋅= 22

, 4σ ,                   (2) 

where  is the responsivity of the receiver,  is the 

average signal power at the receiver,  is the ASE 
power of EDFAs [7],  and  are the optical and the 
electrical bandwidth of the receiver, respectively.  

R avgP

ASEP

oB eB

2) SPM/GVD: both SPM and GVD are responsible 
for the broadening of the pulse. For this reason their 
effect can be combined and considered together[14][15]. 
By convoluting the transfer function of the fiber with the 
assumed frequency chirping at the transmitter, the eye 
closure penalty ( keyepen , ) due to SPM/GVD at the end of 
the link can be calculated as:  

 
                 peneye,k = Achirpped (ω)∗H fiber (ω),         (3) 
 
where  is the transmitted pulse with 
frequency chirping (modeled as in [6][7][15]), and 

 is the transfer function of the fiber. 
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3) FWM: the electrical variance of FWM of the k-th 
link can be obtained by using the following expression 
[16]:   
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where  is the responsivity of the receiver,  is the 
transmitted signal power of each channel, the first 
summation term represents the FWM power [17] in the 
case that all channels including the considered channel 
(m) are using different frequencies (

R tP

cf mba fff ≠≠≠ ), 
the second summation represents the FWM power when 

ca ff bf ≠≠  but mc ff = , and the last summation 
represents the FWM power when mfcb ffaf ≠≠= . 

4) XPM: The electrical variance of XPM of the k-th 
link can be expressed by [18],  

σXPM ,k,a
2 = P2 1
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where P  is the average channel power,  is the total 
number of SMF spans,  is the XPM-induced 
intensity modulation frequency response originated by 
the pump channel b on the probe channel a, 

N
)(, ωIM

abXPMH

)(. ωfilteroptH  
is the transfer function of the optical filter at the receiver, 
and )(ωbPSD  is the power spectral density of pump 

JOURNAL OF NETWORKS, VOL. 5, NO. 11, NOVEMBER 2010 1281

© 2010 ACADEMY PUBLISHER



It is assumed that the connection requests in R are 
grouped in different classes, {C1,C2,…,Cv}, where each 
class corresponds to a different BER threshold according 
to their signal quality requirements. Also, the assignment 
of connection class Ci occurs in a one-to-one basis. Let  

{ }ji
m

jijiji pppP ,,
2

,
1

, ,...,,=  represent the set of m candidate 
routes between source node i and destination node j, and 

{ }ji
m

ji pBER ,,
2

,...,ji

ji

pp
P BERBERBER ,

1

,
,=

ji

 represent the BER 

(computed as in Equation (7)) of each of the candidate 
routes in P , .  

channel b. The detailed calculation of  can 
be found in [19]. 

)(, ωIM
abXPMH

C.  Estimating the transmission quality of a path in the 
network 

Once a connection request is routed along a given path, 
the resulting transmission quality needs to be assessed. A 
path p ∈ G=(N,L) is assumed to be a sequence of 
network link, where the Q-penalty factor of each link is 
expressed as in Equation (1). The Q-factor of a path p can 
be expressed as: 

 
Now, assume that irPp ∈  is a candidate route for 

routing ri. With any conventional ICBR approach, the 
BER of p  (denoted as BER ) is compared against a 
single and predefined BER threshold (denoted 
as ). This threshold, usually very stringent (e.g. 
10-15, 10-16), is chosen a priory and is used to check the 
feasibility of all ri ∈ R. During this process, no attention 
is paid on what is the actual difference, in terms of BER, 
between  and 

thrsBER

BER thrs BER . As such, this approach may 
potentially lead to over-provisioning of network 
resources. The ICBR-Diff algorithm, on the other hand, 
tries to avoid over-provisioning of resources by trying to 
find a route p  that (1) satisfies the signal quality 

requirement of ri (denoted as ) and, at the same 
time, (2) matches as closely as possible the value of 

, i.e., 

irBER
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peneye,pwhere  is the transmitted signal power, tP  is the 

eye closure penalty due to SPM/GVD effects (as defined 
in Equation (3)) calculated basing on the total length of 
the path,  is the total electrical variance of 

ASE noise (as defined in Equation (2)) of the path, 
 and  are the total noise variance 

of FWM and XPM of the path (as defined in Equation (4) 
and (5)), respectively.  
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The BER value of a connection request routed along p 
can be derived from Equation (6) as follows: 
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This in turn leads to a more efficient use of network 
resources (and consequently a lower blocking 
probability) as shown in the example that follows. 

III.  ICBR-DIFF: AN IMPAIRMENT CONSTRAINT BASED 
ROUTING ALGORITHM WITH SERVICE DIFFERENTIATION  

In this section, the general idea of ICBR-Diff 
algorithm is presented, followed by a detailed description 
of the algorithm.  

Fig. 2 shows an example where the ICBR-Diff 
algorithm and a conventional IABP algorithm are 
compared. Let R={r1, r2, r3} be the set of connection 
requests from node A to node B. Let also 10-15, 10-9, and 
10-15 be their respective signal quality requirements.  

Let R={r1,r2,…,rq} represent the set of connection 
requests that needs to be provisioned in G=(N,L). The 
source and destination nodes of ri ∈ R are denoted by s(ri) 
and by d(ri) respectively. 
 

 
 

Figure 2. Path selection example.
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We also assumed a specific assignment of routing 

requests to classes of service, namely: {r1, r3} ∈ C1 with 
BER≤10-15 and {r2} ∈ C2 with BER≤10-9. 

Let { }BABABABABABA pppppP ,
5

,
4

,
3

,
2

,
1

, ,,,,=

1510 −=thrsBER
1CBER

9102 −=

 be the set of 
m=5 candidate routes between node A and node B, with 
one wavelength available per route (i.e. W=1). The set of 
BER values of each candidate route, i.e. , is 
shown in Fig. 2. As previously explained, the IABP 
algorithm fixes the BER threshold, BERthrs,  to a constant 
value (in the example ), while the ICBR-
Diff uses the threshold  or 

, depending on the class, which the 
connection request being processed belongs to.  

BAPBER
,

1510 −=
CBER

When r1 arrives, IABP assigns route  to r1, i.e. 

the least impaired route that satisfies . ICBR-
Diff, on the other hand, assigns  which is the route 

with the highest BER value in that satisfies the 
signal quality requirement of the connection request of 

C1. When r2 arrives, IABP chooses  while ICBR-

Diff selects . Notice that r2 belongs to C2 and 

requires a BER value less than 10-9, while  provides 
a BER value equal to 10-16. Finally, when r3 arrives, 
IABP is not able to find a feasible route, since none of 
routes left with resources in 

BAp ,
1

thrsBER

B,

BAp ,
2

BAp ,
2

APBER

BA

B

A
2

,

p
BAp ,

5

P ,  satisfies the signal 
quality imposed by . Instead, ICBR-Diff is able 
to assign  to r3. The rationale from the example is 
the following:  ICBR-Diff avoids unnecessary blocking  

thrsBER
B,Ap1

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Initialize network topology information and physical parameters; 
foreach incoming connection request ri ∈ R of class Ci 
 T(N,L’) = current topology status; 
 foreach link k ∈ L’ 
  cost link k = Qpenalty,k; 
 end 
 ( ))(),()(),(

2
)(),(

1
)(),( ,...,, iiiiiiii rdrs

m
rdrsrdrsrdrs pppP =Path_Finding_Module(T,m); 

 if =)(),( ii rdrsP Ø then 
  Block ri; 
  break; 
 end 
 p = Path_Selection_Module(

 
 

by selecting routes that closely match the connection 
request quality of service requirement.  

The pseudo code of the ICBR-Diff algorithm is 
presented in Fig. 3. The algorithm starts with an 
initialization phase where the network topology 
information is collected, e.g. number of nodes, number of 
links, link lengths, link capacities, and all physical 
parameters required for the calculation of the Q-penalty 
factor of each link. Graph T(N,L’), with L’⊆ L, represents 
the current resource usage in the network, i.e. a link 
belongs to L’ if and only if it has resources available. 
Initially, graph T(N,L’) is equal to graph G(N,L). The 
algorithm assigns the Q-penalty factor, Qpenalty,k, 
calculated as in Equation (1) as the cost for each link. 
Graph T(N,L’) is then weighted by using these link cost 
values. After assigning link costs, up to m alternative 
routes for each connection request are computed by 
running the Dijkstra algorithm on the weighted graph 
T(N,L’). Fig. 4 presents the pseudo code of the algorithm 
used to find m alternative routes. If there is a route p with 
at least one common wavelength available on every link, 
this route is stored in the set of candidate routes 

)(),( ii rdrsP . The cost of links of p is then doubled, the 
weight of the links in graph T is updated with the new 
link costs, and additional candidate routes are computed. 
Otherwise, if no route is found or if there is not a 
common available wavelength on p, the connection 
request is blocked. 

Next, the BER of each candidate route in set )(),( ii rdrsP  
is calculated using Equation (7). Fig. 5 shows the pseudo 
code of the path selection process implemented in the 
ICBR-Diff algorithm. With ICBR-Diff, different signal 
quality thresholds are considered according to the signal 
quality requirements of the incoming connection requests.  

)(),( ii rdrsP ,Ci); 

 if p = NULL then 
  Block ri; 
 else 
  Update T; 
  return p ; 
 end 
end 

Figure 3. Pseudo code of ICBR-Diff. 
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When starting the path selection process (Fig. 5), the 
signal quality threshold is set to be the specific value 
based on the class the connection request belongs to. The 
BER of each candidate route  in set )(),( ii rdrs

jp )(),( ii rdrsP is 
compared against the signal quality threshold of the class 
of the considered connection request (i.e. ). The 
candidate route  with the highest BER that 
satisfies the signal quality requirement of the connection 
request is selected. Finally, the first wavelength in the list 
of available wavelengths of the selected route is chosen to 
route the lightpath for the corresponding connection 
request. 

iCBER
)(),( ii rdrs

jp

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Path_Finding_Module(T,m){ 
  h=1; 
  for h≤m 
       p = Dijkstra algorithm(T); 
       if p = Ø then 
            break; 
       else  if common available wavelength on p then 
                 ph = p; 
                 foreach link ∈ p 
                      new link cost = link cost * 2; 
                 end 
               else 
                 ph = Ø; 
               end 
       end; 
       h = h + 1; 
  end 
return {p1,p2,…,pm}; 
} 

 
 

Figure 4. Pseudo code of path finding module. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Path_Selection_Module( )(),( ii rdrsP ,Ci){ 
  Compute  BER P s ( ri ),d ( ri = {BER

p1
s ( ri ),d ( ri ) ,BER

p 2
s ( ri ),d ( ri ) ,..., BER

p m
s ( ri ),d ( ri ) }

)

  p = NULL; 
  MIN = ∞; 
  foreach  

)(),(

)(),(
irdirs

irdirs
j

P
p BERBER ∈

       if  and i
irdirs

j

C
p BERBER <)(),( MINBERBER i

irdirs
j

C
p <−)(),(  then 

            )(),( ii rdrs
jpp = ; 

            MIN = i
irdirs

j

C
p BERBER −)(),( ; 

       end 
  end 
  return p ; 
} 

 
Figure 5. Pseudo code of path selection module. 

IV.  PERFORMANCE EVALUATION 

In this section, we first introduce the definitions and 
assumptions used in the evaluation of ICBR-Diff. Then 
some simulation results are presented. 

A.  Definitions and assumptions 
It is assumed that the bandwidth demand of each 

connection request is one wavelength unit and that 
wavelength conversion capability is not available, i.e., 
wavelength continuity constraint is enforced while 
solving the routing problem. Furthermore, our experiment 
model assumes random and dynamic incoming 
connection requests that are sequentially served without 
prior knowledge of future incoming connection requests.  
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TABLE I. 

SYSTEM PARAMETERS USED FOR IMPAIRMENTS CALCULATION 

Parameters Values 
Central wavelength 1553.6 nm (193.1 THz)  
Channel spacing 50 GHz 
Channel bit rate 10 Gbit/s 
Spontaneous-emission factor of 
in-line EDFA (nsp) 

1.2 

Spontaneous-emission factor of 
EDFA before entering node (nsp) 

2.5 

Attenuation of SMF 0.25 dB/km 
Attenuation of DCF 0.5 dB/km 
Nonlinear index coefficient of 
SMF 

2.6x10-20 m2/W 

Nonlinear index coefficient of 
DCF 

3.5x10-20 m2/W 

GVD parameters of SMF 17x10-6 s/m2

GVD parameter of DCF -80x10-6 s/m2 
Dispersion slope of SMF 0.085x103 s/m 
Dispersion slope of DCF -0.3x10-3 s/m 
Effective area of SMF 65x10-12 m2 
Effective area of DCF 22x10-12 m2 
Optical bandwidth (Bo) 40 GHz 
Electrical bandwidth (Be) 7 GHz 
Maximum length of SMF 80 km 
 
The incoming connection requests follow a Poisson 

distribution, while source/destination pairs are randomly 
chosen with equal probability (uniform distribution) 
among all network nodes. Connection holding time is 
exponentially distributed with the mean equal to 6 time 
units.   

As mentioned earlier, ICBR-Diff supports 
differentiation of services, whereby connection requests 
are divided into two distinct classes with regard to their 
signal quality requirements, i.e. Class-1 connection 
requests that require higher signal quality in terms of 
maximum tolerated BER, and Class-2 connection request 
that can tolerate higher signal degradation than Class-1. 
Throughout our simulations, Class-1 connection requests 
require BER less than 10-15 and Class-2 connection 
requests require BER less than 10-9. Furthermore, two 
configurations of traffic mix for Class-1 and Class-2 
connection request are considered: (i) 30% of the overall  
traffic being of Class-1, while 70% of the traffic being of 
Class-2 and (ii) equal share of Class-1 and Class-2, i.e. 
each class amounting to 50% of the overall traffic. 

These signal quality requirements of Class-1 and 
Class-2 connection requests were chosen based on 
available IP traffic measurement [20][21]. It is shown that 
streaming media traffic, i.e. traffic requiring higher signal 
quality (Class-1), accounts for much less of the total 
bandwidth utilization, whereas peer-to-peer (P2P) and 
World Wide Web (WWW) traffic, i.e. traffic requiring 
lower signal quality (Class-2), is dominating. 

The parameter values used for the calculation of 
physical layer impairments in this work are listed in 
Table I.  

B.  Simulation results 
To evaluate our ICBR-Diff algorithm, we used (i) the 

Pan-European test network topology (COST 239) [22],  
which comprises 11 nodes and 26 bidirectional fiber links 
with 16 wavelengths per fiber, and (ii) the NSF network 

(NSFNet) consisting of 16 nodes and 24 bidirectional 
fiber links with 16 wavelengths per fiber (Fig. 6). 

For benchmarking purpose, we also evaluate two other 
provisioning algorithms, namely shortest path and IABP. 
In the shortest path algorithm, the physical link distance 
is used as the link cost. The candidate route with the 
shortest physical distance in the set P is selected first, 
then the BER of the selected route is calculated against a 
single signal quality threshold ( ). With IABP, 
each link is assigned a cost equal to Qpenalty,k, and the BER 
of every candidate route in the set P is calculated and 
compared against a single signal quality threshold, 

. The candidate route with the lowest BER value 
that satisfies the single signal quality threshold is 
selected. For both shortest path and IABP, the value of 

 is set to be equal to 10-15. These two approaches 
do not support service differentiation and thus connection 
requests are blocked if there is no route with BER less 
than , irrespectively of the class that the 
connection request belongs to. In the case of ICBR-Diff 
algorithm, Class-1 connection request is blocked if there 
is no available lightpath connecting source and 
destination which exhibits BER less than 10-15, whereas 
Class-2 connection request is blocked if there is no 
lightpath with BER less than 10-9.  

thrsBER

thrsBER

thrsBER

BER thrs

The total blocking probability shown in Fig. 7 
accounts for both blocking due to insufficient resources, 
i.e. no wavelength is available, and due to the impairment 
constraints, when the candidate routes cannot meet the 
signal quality requirement. Additionally, the probability 
of connection blocking due to insufficient resources and 
the probability of connection blocking due to 
impairments are separately showed in Fig. 8 and Fig. 9, 
respectively. In both COST 239 and NSFNet topologies, 
the results show significant improvement in terms of 
connection blocking achieved by the ICBR-Diff 
algorithm, compared to shortest path and IABP routing. 
When Class-1 and Class-2 connection requests account 
for the 30% and 70% of total requests respectively, the 
benefit obtained by our ICBR-Diff algorithm in COST 
239 topology is almost up to an order of magnitude in 
terms of total connection blocking compared to shortest 
path routing, and up to 81% compared to IABP 
algorithm, While the benefit achieved by ICBR-Diff in 
NSFNet is up to 61%, compared to both shortest path and 
IABP approaches, since the connection blocking in the 
case of IABP is almost identical with the connection 
blocking in the case of shortest path algorithm. In the 
second case considering a traffic mix of Class-1 and 
Class-2 connection requests being equally weighted, the 
benefit reduces to 89% and 67% in the case of COST 
239, and to 45% in the case of NSFNet. 

By comparing the connection blocking in the case of 
shortest path routing against the IABP, we can see that 
the connection blocking reduction achieved by IABP 
algorithm is significant in the COST 239 topology, while 
the connection blocking of shortest path routing and 
IABP algorithms are almost identical in the NSFNet  
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Figure 6. Pan-European COST 239 test network (left), and NSF network (right). 
 

 
 
 

 
Figure 7. Total blocking probability versus load. 

 
 
 

Figure 8. Insufficient-resource blocking versus load. 
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topology. This is because the diversity of the set of 
candidate routes is higher in COST 239 than in NSFNet, 
due to the higher nodal degree (see Table II and Fig. 6). 
Thus, the benefit, in terms of connection blocking, 
achieved by IABP in COST 239 is larger than that in 
NSFNet. Furthermore, the link length in COST 239 is 
relatively short, which in turns means the less impaired 
link. Thus, in IABP, there might be the possibility that a 
candidate route which is not the shortest one, in terms of 
physical length, is able to satisfy the signal quality 
requirement of the connection request. By considering all 
candidate routes rather than choosing the shortest one 
first, i.e. the shortest distance, IABP already gives the 
performance improvement in terms of connection 
blocking compared to shortest path routing. However, in 
ICBR-Diff, a higher improvement in connection blocking 
can be achieved by both considering all candidate routes 
and providing only the sufficient-signal quality lightpaths 
to the connection requests.  

Fig. 7 shows that in COST 239 a slight performance 
improvement is gained by our ICBR-Diff, i.e. ICBRDiff- 
100% Class-1 in the figure, compared to IABP 
algorithm. To further improve the connection blocking, 
differentiation among connection requests is applied, and 
the simulation results (Fig. 7) show that significant 
performance improvement in terms of connection 
blocking can be achieved using the proposed ICBR-Diff 
algorithm. 

In the case of NSFNet where the diversity of the set of 
the candidate routes is low due to the low nodal degree 
and the link length is relatively long compared to COST 
239, shortest path routing and IABP end up selecting the 
same route. Because of the long link length, the route 
that satisfies the signal quality threshold is the shortest 
route also.  By providing only the good-enough lightpath 
without the consideration of the differentiation of 
connection requests, i.e. ICBRDiff-100% Class-1, ICBR-
Diff gives similar performance compared to IABP. This 
is also because of the low diversity of the set of the 
candidate routes and the long link length in NSFNet. 
However, when considering also the differentiation of  

 
 Figure 9. Impairments blocking versus load. 

TABLE II. 

COMPARISION BETWEEN COST 239 AND NSFNET 

Topology COST 239 NSFNet 
Number of nodes 11 16 

Number of bidirectional links 26 24 
Average node degree 4.73 3 

 
signal quality requirements of connection requests during 
the connection provisioning phase, the considerably 
connection blocking improvement can be obtained by our 
ICBR-Diff algorithm. 

The comparison between the simulation results of 
COST 239 and NSFNet shows that the ICBR-Diff 
algorithm is able to facilitate improved utilization of the 
network resources in both high and low nodal degree 
topologies, i.e. COST 239 and NSFNet respectively, 
compared to shortest path routing and the IABP 
approach. Moreover, in the low nodal degree and long 
link length topology, i.e. NSFNet, our ICBR-Diff 
algorithm can still significantly improve the performance 
in terms of connection blocking, while IABP cannot. 

V.  CONCLUSIONS  

In this paper, we proposed a novel Impairment 
Constraint Based Routing (ICBR) algorithm with 
differentiation of services based on the BER of a 
lightpath for each connection request. In contrast to the 
existing ICBR and Impairment-Aware Best-Path (IABP) 
algorithms, in our approach the signal quality 
requirement of the connection request, in terms of 
maximum tolerated BER, is considered as a routing 
constraint during the connection-provisioning phase. 
Simulation results indicate significant improvement in 
connection blocking in both COST 239 and NSFNet 
compared to shortest path routing and the IABP 
approach. By assigning lightpaths to the connection 
requests, having acceptable BER performance with 
respect to the predefined thresholds, and by avoiding to 
choose lighpaths with a lower BER value compared to 
the threshold required, our ICBR-Diff algorithm is able 
to offer more efficient resource utilization. This is due to 
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that the best performing lighpaths remain available for 
future use when new and more demanding connection 
requests, in terms of BER, are to be set up. Furthermore, 
another interesting finding is that our ICBR-Diff has a 
high flexibility to different network topologies. 

The network performance improvement offered by the 
proposed ICBR-Diff has been obtained by avoiding 
connection blocking due to unnecessary high signal 
quality constraint.  

 Simulation results show that in the topology where 
the node degree is low, i.e. the diversity of the set of the 
candidate routes is low, and the link length is long 
(NSFNet), our ICBR-Diff is still able to give significant 
performance improvement in terms of connection 
blocking, while IABP gives similar performance to 
shortest path routing.   
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