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Obstacle Avoidance for an Extremum Seeking System using a
Navigation Function

Hans-Bernd Diirr, Milo$ S. Stankovi¢, Dimos V. Dimarogonas, Christian Ebenbauer, Karl Henrik Johansson

Abstract— The problem of autonomously steering a vehicle
to a destination point, while avoiding obstacles, is considered.
The vehicle is modeled as a single-integrator in the plane and it
is assumed that the obstacles are unknown a priori. The control
law is an extremum seeking algorithm, which steers the vehicle
to the minimum of a navigation function. In this framework,
obstacle avoidance and practical uniform convergence to a
destination point for almost all initial conditions is proven. The
theoretic results are illustrated using numerical examples.

I. INTRODUCTION

In many applications dealing with autonomous robots, one
important task is to steer the robot to a certain destination
while avoiding obstacles. In this paper, we deal with such a
problem from a theoretic perspective. We consider a single-
integrator vehicle in two dimensions. The goal is to construct
a feedback which steers the vehicle to a destination point
while avoiding obstacles. We additionally assume that the
vehicle can only measure the Euclidian distance to the
obstacles and to the destination point.

In order to solve this problem, we propose a method based
on a navigation function approach which was introduced in
[5]. The approach is based on a function with particular
properties. We denote it as navigation function ¢ and its
construction is based on a combination of the Euclidian
distances of the vehicle to the obstacles and to the destination
point. The domain of ¢ will be denoted as the free space
and is a compact subset in R2. One can think of the free
space as the set where the vehicle is allowed to move. In
[5] it is shown that the trajectories of the gradient-system
& = —Vp(z) converge to a given destination point for
almost all initial conditions and avoid obstacles at the same
time (see Proposition 2.4 in [5]). The construction procedure
for ¢ yields four properties which are very important for the
theoretical analysis of the proposed procedure. First, ¢ is
analytic. Second, it is polar which means that it admits a
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unique minimum in the free space. It turns out that this is
the destination point for the vehicle. Third, it is a Morse
function (see [4], [10]) which implies that all critical points
of ¢ are non-degenerate. Fourth, the function ¢ admits
a constant value at the boundary of the workspace. This
property is called admissible. The authors in [5] also point
out that there is no smooth gradient vector field which
yields globally convergent trajectories to the destination point
in the presence of obstacles but there will always exist
additional steady states. Fortunately, since these points are
saddle points, almost convergence can be guaranteed, i.e.
convergence to the destination points for almost all initial
conditions.

There are many approaches in the literature (see e.g. [7])
which are based on a navigation function. For an extension
to the multi-agent case see e.g. [2] and [8]. However, in these
references, it is assumed that the gradient of ¢ is available. It
turns out that for a moving vehicle the gradient of a distance
is difficult to measure physically although there are sensors
which measure the distance accurately. In order to solve
this problem, we apply extremum seeking (see e.g. [3], [6],
[14]). Extremum seeking is a powerful method to steer a
dynamical system to the minimum of a nonlinear map by
only measuring its values. In other words, it is a method to
estimate online the gradient and feed it back into a dynamical
system which then moves into the direction of the steepest
descent. In an earlier work [3] a novel analysis method for
extremum seeking vehicles was introduced. It is based on
a Lie bracket trajectory approximation. With this method it
is possible to state qualitatively how the trajectories of the
extremum seeking system evolve in the large.

The main idea of this paper is to combine the idea of Lie
bracket trajectory approximation for extremum seeking sys-
tems introduced in [3] with the navigation function approach
in [5]. An extensive simulation study with a similar approach
using potential functions was done in [16].

The main contribution is twofold. First, we calculate an
approximating system of a single-integrator extremum seek-
ing system. We prove almost convergence to the destination
point in the free space and show that obstacle avoidance
is guaranteed. Second, we show how the properties of the
approximated system translates to the extremum seeking sys-
tem. It turns out that obstacle avoidance and almost practical
convergence can be guaranteed for the extremum seeking
system in the free space. To the authors best knowledge,
no methodology with similar strong convergence results is
known.

The remainder of this paper is structured as follows. In
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Section II, we introduce the mathematical preliminaries and
the problem setup. In Section III, we present the main
results where we state almost convergence, invariance of the
workspace for the Lie bracket system and based on this,
we prove almost practical convergence and invariance of
the extremum seeking system. In Section IV, we show a
numerical example and summarize the results in Section V.

II. PRELIMINARIES
A. Notation

The following notation will be used throughout the paper.
The intervals of real numbers are denoted by (a,b) = {z €
R:a<z<b}, [a,b)={z€eR:a<z<b} and [a,b] =
{r € R:a <z <b}. The norm |- | denotes the Euclidian
norm. The determinant of a matrix A € R™*" is denoted
as det(A) and its trace is denoted by trace(A4). A matrix
A € R™™™ is said to be positive semidefinite (definite), if
xT Az >0 (x7 Az > 0) for all x € R™\{0}. A matrix H €
R™*™ is Hurwitz if its eigenvalues are in the complex open
left half-plane. The interior of a compact set S is denoted
as int(S) and its boundary as 9S. We define the open ball
B(zg, €) as the set B(xg,€) = {x € R" : |x — o] < €}. Let
f:R™ — R be twice continuously differentiable. Then

Viita) = G Vs (o) = G Vi) = T,
T T
o= (2 <o 1

for some 4,5 € {1,...,n}. Let S C R", then a property
is satisfied for almost all x € S if it is satisfied for all
x € S except for a set of Lebesgue-measure zero. Almost
convergence means convergence for all initial conditions
except a set of Lebesgue-measure zero.

B. Practical Stability

In this paper, we deal with the class of systems that
depend on a parameter which we denote by w. Asymp-
totic convergence and Lyapunov stability are well known
and established notions of stability theory. In this section,
we present some standard extensions of these notions. Let
x(t) := x(t;to, o, w) denote the solution of the differential
equation

&= f,(t, ) (1)

through x(tg) = x¢, where the vector field f,, : R x R" —
R™ depends on the parameter w € (0,00). In extremum
seeking where periodic inputs are steadily applied to the
system, it is not possible to establish stability in the sense of
Lyapunov. For this purpose, we introduce practical stability
which is taken from [3] and [11].

Definition 1: A point x5 € R" is said to be practically
uniformly stable for (1) if for every e € (0, 00) there exists
ad € (0,00) and wy € (0,00) such that for all ¢, € R and
for all w € (wp, )

x(to) € B(zs,0) = x(t) € B(xs,€),t € [to, 00).

Similarly, we define the notion of practical convergence to
point.

Definition 2: A point x, € R" is said to be practically
uniformly attractive for (1) if there exists a § € (0,00)
such that for every ¢ € (0, 00) there exists a ¢t € [0, c0) and
wo such that for all ¢y € R and all w € (wg, 00)

z(ty) € B(zs,0) = z(t) € B(xs,€),t € [tg +ty,00).

Thus, we can define practical local uniform asymptotic sta-
bility which is the combination of practical uniform stability
and practical uniform attactiveness.

Definition 3: A point z, € R™ is said to be locally

practically uniformly asymptotically stable for (1) if it
is practically uniformly stable and practically uniformly
attractive.
Since it is impossible to state global convergence to a
certain steady state for dynamical systems with multiple
steady states we introduce a different notion of convergence
which covers the case of convergence to a point for initial
conditions in a given set I. This set will contain only points
which belong to the region of attraction of a certain steady
state.

Definition 4: Let I C R™. A point x5 € [ is said to be
practically uniformly attractive with respect to I for (1)
if for every 6, e € (0,00) there exists a t; € [0,00) and wy
such that for all ¢y € R and all w € (wq, c0)

z(to) € B(zs,0) NI = x(t) € B(zs,€),t € [to+t5,00).

The following definitions consider systems which do not
depend on a parameter.

Definition 5: Let I C R™. A point x; € [ is said to be
uniformly attractive with respect to [ for © = f(¢,x) if
for every 6, ¢ € (0,00) there exists a ty € [0,00) such that
for all to € R

z(to) € B(zs,0) NI = z(t) € B(zs,€),t € [to+t5,00).

Furthermore, we define invariance of a set as follows

Definition 6: Let I C R™. The solutions of & = f(t,z)
are said to be uniformly invariant with respect to [ if for
all tp € R

z(to) € I = x(t) € I,t € [tg, 0). (2)

C. Sphere Worlds

In the following, we introduce the notion of a sphere world
in R?. The term is used in [5] and denotes a workspace which
is bounded by a sphere together with spherical obstacles in
its interior.

We define the workspace as

W={zxeR?: 2"z -1 <0}. (3)

The obstacles are also bounded by a sphere and are given
by
O ={zeR?:(z—x;) (x —z;) —r2 <0},

i=1,...,m.

“4)
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The free space S is thus defined by

s-w\{Uo} )

i=1

In terms of functions G;, i =0, ...,
S={zcR?: Bi(x) >0,i=0,...,m} (6)

with Bo(z) = r¢ —x "z and Bi(z) = (x — ;) " (x —2;) — 72,
i =1,...,m. We assume that all obstacles are contained in
the interior of the workspace, i.e. rg > 0, |z;| +r; < 7o and
that none of the obstacles intersect |z; —x;| > r;+7;,1,j =
1,...,m,i # j. Note that the boundary 9 is the set 0S5 =

m, we define

(

{z € S: there exists an ¢ € {0,...,m} such that §;(z) =
0}. Next define the functions
x
p(x) = % (N
(f1(x) + B(x))*
with k € N,
fa(@) = (x —24) " (x — zq) 3
where x4 € int(S) denotes the destination point and
m
v) =[] Bi@) ©)
i=0

An illustration of a sphere world is shown in Fig. 1.

Fig. 1: Sphere World

Note that ¢(x) € [0,1] for all € S and furthermore
¢ 1(0) = x4. We define the sublevel sets of ¢ in S up to
h € [0,1] as follows

Sp={x€S:p(x)<h} (10)

Note that S}, is compact and x4 € Sy, and S;, C int(.S) for
all h € [0,1). Furthermore, we have that S = 5.

Definition 7: Let S C R? be a compact, connected,
analytic manifold with boundary. A function ¢ : S — [0, 1]
is a navigation function if it is

1) Analytic on S,
2) Polar on S, i.e. x4 is the unique minimizer in int(.5),
3) Morse on S,
4) Admissible on S, i.e. p(z) =1 for x € 0S.
We refer to Definition 1 in [5] for more information. As
already mentioned in the introduction, it turns out that these

properties are crucial for the methodology in the following
sections. The set of critical points of ¢ is defined as

X.={x €S :Vp(x) =0} (11)

By Theorem 4 in [5] ¢ in (7) is a valid navigation function
for finitely many obstacles, for z4 € int(.S) and a sufficiently
large integer k € N. A constructive procedure for determin-
ing k is given in [5].

Remark 1: Since ¢ is a Morse function on S and S is
compact, the set X, consists of finitely many isolated points
(see Corollary 2.19 in [9]). Moreover, by Proposition 3.3 in
[5] all critical points are in int(S).

Note that due to the Remark p. 424 in [5] ¢ is actually
analytic in an open set containing S.

III. MAIN RESULT

In the following, we consider the extremum seeking sys-
tem and the corresponding Lie bracket system. First, consider
the extremum seeking system in Fig. 2 (see e.g. [3]), where
¢ is defined above. We use © = [r1,75]' € R? and

z= 21,2 €R2
Vehicle
1|
S
e

1

S )
e
%u\fwb( t) Vw sin(wt)
I
% ay/w sin(wt) Vw cos(wt)

Fig. 2: Extremum Seeking Vehicle

The equations of motion are given by

o) = oo ﬁw%jﬂﬁw

T —cp(z o

b1 (x)

ug (wt)

12)
where we assume for the rest of the paper that «, ¢ € (0, 00)
and ¢ is a navigation function. Second, this system can be
interpreted as an input-affine system with inputs u; and wus.
Following the ideas of [3] we calculate the corresponding
Lie bracket system of (12), ie. 2 = —2i[by,bo](z) =

-1 abgig(f)bl (z) — abéig(f)bg(z) , where abé%&(f) denotes the
Jacobian of b;, ¢+ = 1, 2. This yields the so-called Lie bracket
system

[21} _ ! [QCVM(Z) — %p(2)Vap(2)

29 2 |acVap(2) + 2o(2)Vip(2)
o, o] [Tk,
2 |?p(z) ac (2)]”

G

ba(x)

13)
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where G is positive definite (but not symmetric), since
21Gz = Ltac(zi 4 23) > 0 for all z = [21, 2] € R*\{0}.

The main idea of the paper is to relate the qualitative
behavior of (12) to the qualitative behavior of (13). In
Subsection III-A we show that (13) converges for almost all
initial conditions to the destination point x4 while avoiding
the obstacles. This claim follows by showing that the set
int(S) is invariant. In Subsection III-B we guarantee obstacle
avoidance and almost uniform attractivity of the destination
point x4 for the extremum seeking system (12) using results
from [3].

A. Invariance and Stability of the Lie Bracket System

In the first step we establish properties of the Lie bracket
system (13) which will be important for the analysis of the
extremum seeking system (12). We show that the interior of
S is uniformly invariant for (13) and that for almost all initial
conditions, the solutions of (13) converge to the destination
point 4. The set of steady states can easily be calculated.

Lemma 1: The set of steady states of (13) is exactly X,
in (11).

In order to guarantee obstacle avoidance for (13), we must
show that the interior of the free space S is uniformly
invariant.

Lemma 2: The solutions of (13) are uniformly invariant
with respect to Sj, for every h € [0,1). Furthermore,
the solutions of (13) are uniformly invariant with respect
to int(S) and every solution of (13) initialized in int(S)
converges to the set X..

Proof: First, we show by using a Lyapunov argument,
that for every h € [0,1) the set Sy is invariant for (13).
Since for every h € [0,1) the set .S}, is compact, we can use
the Lyapunov function candidate V' = ¢ which has compact
level sets in Sy, and calculate its derivative along the solutions
of (13). We obtain with «, ¢ € (0, 00)

V= %Vlgo(z) (—achgo(z) + c2<p(z)V2<p(z))

+ %Vg(p(z) (—acVzgo(z) - czgp(z)Vlgo(z)> (14)

ac

=~ S (TP + (Va2 <0.

Second, since V = ¢ is negative semi-definite and thus ¢ is
non-increasing along the solutions of (13), we conclude that
the set S}, is invariant for every h € [0,1). Third we show
convergence to the set X ... Note that for every z(tg) € int(S)
there exists a h € [0, 1) such that the solution z(¢) initialized
at z(tp) is invariant with respect to S; C int(S). Again,
since S; is compact we conclude with LaSalle’s Invariance
Principle that the solutions of (13) converge to the largest
invariant set where V = 0 which is X.. |
Since ¢ is Morse, all critical points in X are non-degenerate.
Thus, since the system matrix of the linearization of y =
—V(y) around every point x € X, is given by the negative
Hessian of ¢, all points in x € X, are hyperbolic steady
states of § = —V(y). In the proof of the following lemma,
we show that this is also true for the steady states of (13).

Lemma 3: Consider (13). Every point in the set X, in
(11) is a hyperbolic steady state and all points are unstable
except x4 which is locally asymptotically stable.

Proof: Note that the steady states of § = —V(y) in
S is exactly X.. We show that the local stability property of
every point in X, is the same for § = —V(y) and (13).

First, we compare the coefficients of the respective charac-
teristic polynomials of the system matrices of the lineariza-
tions of § = —V(y) and (13). The system matrix of the

linearization of §y = —V(y) coincides with the negative
Hessian of ¢ evaluated at some x € X, and which is given
by
Vie(z) Vi 290(55)}
H(z)=— ! ) . 15
(@) {vl,wm Vip(a) -

Since S C R? the eigenvalues of H(x) are exactly deter-
mined by det(H (x)) = Vip(x)Vip(x) — (Vi2¢(z))? and
trace(H(x)) = —(V3p(x) + Vip(x)).

Next, the system matrix of the linearization of (13) eval-
uated at some x € X, is given by

ac [Vip — £oVisp Viap — £pVip
Alx)=—— 1 e} > ) « 2 ) 16
(@) 2 [VL?@ + £pVip Vio+ £oVige (16)

where we omitted the arguments of ¢ = ¢(x). One can ver-
ify that det(A(z)) = +(a?c® + ctp(2)?)(Vip(z)Vip(z) —
(Vioe(@)?) = L2 + chp(@)’)det(H(z) and
trace(A(z)) = =% (Vip(z) + Vip(x)) = 9 trace(H (x)).

The characteristic polynomial of A(z) is given by
a?c® 4 ctp(x)?

y det(H (z))

2 ac
5%+ 5 trace(H (z)) s + a7

trace(A(x)) det(A(z))

We compare this with the characteristic polynomial of H ()
s* + trace(H(x))s + det(H (z)). (18)

Since a, ¢ € (0,00) and ¢(z) € [0,1] for all z € X, C S,
the coefficients of the characteristic polynomials of A(x)
have the same sign as the coefficients of the characteristic
polynomial of H (z).

Second, WeQVgﬂl 4excl}21de degenerate steady states. Note
that &¢ and MA in (17) are strictly positive. Since
(17) can have only real or complex conjugated roots, there
are only two possibilities that (17) has at least one root on
the imaginary axis:

2.2 4 2

1) % trace(H(r)) = 0 and ore e e@ Get(H(x)) > 0

2) @t det(H(x)) = 0.

Both cases can be excluded, since ¢ is Morse and thus the
roots of (18) are hyperbolic.

Third, by the same argument, it follows that (17) has roots
in the open left half-plane if and only if (18) has roots in
the open left half-plane. Moreover, by Proposition 3.9 in [5],
(18) has roots in the open left half plane only if x = z4. B

Theorem 1: Consider (13). There exists a set S° of
Lebesgue-measure zero such that the destination point x4
is locally asymptotically stable and uniformly attractive with
respect to int(S)\ S and uniformly invariant with respect to
int(.9).
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Proof: With Lemma 2 we conclude that for all initial
conditions the solutions of (13) converge to the set X..

Since z4 is the unique asymptotically stable steady state
for (13) it is left to show that the region of attraction of
all other critical points is of measure zero. By Lemma 3
all points in X, are hyperbolic steady states of (13) and all

steady states except the destination point x4 are unstable.
Since ¢ is analytic, it is smooth and with Theorem 0.8
in [12] the flow of (13) is smooth. Using the Global Stable
Manifold Theorem e.g. Theorem 6.2 in [12] we conclude that
the dimension dim(W?#(x)) of the global stable manifold
W#(x) of every unstable steady state z € X \{zq4} is
dim(W?*(z)) = 1 since its tangent space T,,W*(z) is of the
same dimension as the stable subspace of the linearization
at x. Thus, every global stable manifold is of measure zero.
Since there are finitely many points in X, the union of all
stable manifolds is S¥ = Uzex.\(zar W (@) of all unstable
steady states is of measure zero and thus the region of
attraction of the stable steady state x4 is int(S5)\S°. Uniform
invariance with respect to the set int(.S) follows by Lemma 2.
|

B. Invariance and Stability of the Extremum Seeking System

In the second step, we relate the properties of the solutions
of (13) to the solutions of (12) by using the trajectory
approximation for extremum seeking introduced in [3]. By
Theorem 1 in [3] it is possible to approximate arbitrarily
close the trajectories of (13) by (12) in the L..-sense for
an arbitrary large but finite time-interval if the value of the
parameter w is sufficiently large. This can be exploited in
order to assure obstacle avoidance for (12). Thus, if w is
chosen such that the distance between the trajectories of (12)
and (13) is less than the distance of the trajectory of (13) to
the boundary 0.5, one can conclude that the solutions of (12)
stay in int(S) for a fixed time. Since in this setup a special
case of Theorem 1 in [3] is needed, we state it as a lemma.

Lemma 4: For every h € [0,1), every D € (0,00) and
every ty € (0,00), there exists an wy € (0, 00) such that for
every w € (wp,00), for every typ € R and every zy € Sy
in (10) there exist unique solutions x(t) of (12) and z(t) of
(13) through z(tg) = z(tg) = xo which satisfy

|z(t) — 2(t)] < D and z(t) € int(S),t € [to, o +1s]. (19)

Because of space restrictions we omit the proof of this
lemma. However, it goes along the same lines as Theorem 1
in [3].

Remark 2: Note that by Lemma 2 the solutions of (13) are
invariant with respect to the set S}, and since p~1(1) = 95
and Sy, C int(S) for any h € [0, 1) we have that the distance
e = inf,es, scas |r — s| from S}, to the boundary 95 exists
and is strictly positive. Thus, by making D sufficiently small
and w sufficiently large the solutions of (12) exist and stay
in int(S) for ¢ € [to,to + ty].

Theorem 2: Consider (12). The destination point x4 is
locally practically uniformly asymptotically stable and there
exists a set S° of Lebesgue-measure zero such that for every
h € [0,1) the destination point x4 is practically uniformly

attractive with respect to S, \S°. Furthermore, for every
h € [0,1) there exists an wy € (0,00) such that for all
to € R and all w € (wp, 00)

x(to) € Sp\S° = z(t) € int(S),t € [to,0), (20)
where z(t) denotes the solution of (12).

Proof: We prove the first statement. Since by Lemma
3 the destination point is locally asymptotically stable for
(13) and the vector field is time-invariant we have that
it is locally uniformly asymptotically stable for (13). We
conclude with Theorem 2 in [3] that the destination point is
locally practically uniformly asymptotically stable. Strictly
speaking, in order to apply Theorem 2 in [3], one has to
show that this theorem holds also if Assumptions Al — A2
in [3] are satisfied only on the domain S; and not on the
whole domain R2.

Next, we prove the second statement. In the following we
denote the solutions of (12) by x(¢) and the solutions of (13)
by z(t). Let §,e € (0,00) and h € [0,1) be given. By the
local practical uniform stability and since 4 € int(S), there
exist an wy; € (0,00) and a §; € (0,00) such that for all
to € R and all w € (wy,00)

x(to) S B(ch,él)

= z(t) € B(xzq,€) Nint(S),t € [to, o0). @D

Choose ¢; € (0,071). By the uniform invariance of S}, for
(13) in Lemma 2 and the uniform attractivity of x4 with
respect to int(S)\S? for (13) in Theorem 1 there exist a
S% € R? of measure zero and a t; € (0,00) such that for
all t; € R we have that

z(tg) € B(zq,d) N Sh\SO

(22)
= 2(t) € B(zg4,€e1) N Sp,t € [to + tf,oo).

Using Lemma 4 we choose D = d; — €; and h,ts as above
which yields an wy € (0,00) such that for all z(tg) =
z(tg) € Sy, we have |z(t) — z(t)| < D and z(t) € int(S),
t € [to,to + tf]. Together with (22) we have for all z(t) =
Z(to) S B(.%‘d,(5) N Sh\SO that .%‘(to + tf) € B(xd,él).
By the local practical uniform stability proven above, we
have that x(t) € B(xzq,¢) Nint(S) for ¢ € [t + ty,00).
We conclude that for every d,e € (0,00) there exists an
w3 = max{wy,ws} such that for all t; € R and all
w € (w3, 00)
x(to) S B(xd,é) N Sh\SO
= x(t) € B(zq,€) Nint(S),t € [to + tf,00).

Furthermore, since we can choose 6 € (0,00) such that
Sp\SY C B(z4,6) we have that x(t) € int(S), t €
[to,to + tf] and z(t) € B(zq,€) Nint(S),t € [to + ty, 00).

Thus z(t) € int(S), t € [tg, 00). This was the last statement
to prove. |

C. Discussion

In the following, we give some remarks on the results
above.
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Remark 3: We assume that the value of ¢ is available
at each point in the free space. Although ¢ is an artificial
function and not directly measurable through sensors, its
value can be calculated using algebraic operations involving
the distances to the obstacles and to the destination point x4.

Remark 4: The extremum seeking scheme in Fig. 2 does
not contain a washout-filter as it is usually the case (see e.g.
[3]). The filter was removed since  is constructed in such
a way that ¢(z4) = 0 and thus there is no constant offset at
this point and no need for a filter.

Remark 5: So far there is no procedure for estimating
a good choice for wy in Theorem 2 which guarantees
convergence. Since wy depends on the choice of d, € and
k it is not trivial to give a constructive procedure for the
values of these parameters.

Remark 6: 1t is shown in Theorem 2 that z4 is practically
uniformly attractive with respect to int(S)\S° for (12) where
SY is of measure zero. Due to the periodic excitations in
the extremum seeking system, one can expect that for all
initial conditions in int(S) the extremum seeking system
(12) converges to the destination point. We refer to the next
section for a numerical example.

Remark 7: The methodology used for the analysis of
(13) herein differs from [7], [2]. Therein, almost practical
convergence was shown using Rantzer’s Dual Lyapunov
Theorem [13]. However, as pointed out in [1], [15], for
non-degenerate critical points an alternative approach is to
linearize the vector field and conclude almost convergence
using the Stable Manifold Theorem. A similar approach was
already used in [4] and [5].

IV. EXAMPLES

In this section we show two scenarios which are meant to
highlight some facts of the previous results.

In the first example we consider a sphere world with three
obstacles. The obstacles are located at z; = [0.5,0.5],
ry = [-0.8,0.5]7 and z3 = [0.5,—0.5]T. We choose the
parameters ro = 2, 1 = 79,73 = 0.4, k = 4. The destination
point is at the origin, i.e. 74 = [0,0]". The parameters of
the extremum seeking are chosen a = ¢ = 1. In Fig. 3a
the resulting trajectory for the extremum seeking sytem (12)
with w = 100 and the Lie bracket system (13) as well as for
the gradient system & = —V(x) are depicted. We can see
that the Lie bracket system as well as the gradient system
and the extremum seeking converge to the destination point
and avoid the obstacles. This is in the sense of Theorem 2.

In the next example we consider only one obstacle at
x1 = [1,0]" and with parameters 7o = 3, 1y = 0.4, k = 4.
The destination point is again at the origin. For the extremum
seeking we choose o = 0.9, ¢ = 0.5 and w = 50. We choose
an initial condition which is at an unstable saddle point of ¢.
We see in Fig. 3b that this is a steady state for the Lie bracket
system as well as for the gradient system. However, the
extremum seeking system converges to the destination point.
An explanation for this behavior is given in Remark 6 and
shows that in practice one can expect the system converges
for all initial conditions to the destination point.
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Fig. 3: Simulation examples
V. SUMMARY AND OUTLOOK

The main result was to establish guaranteed practical
convergence and obstacle avoidance for a single-integrator
extremum seeking vehicle in a sphere world. Our approach
builds up on the navigation function approach and exploits
the idea of Lie bracket approximation for extremum seeking
vehicles.

In this paper, the setup was restricted to two dimensions
and a single agent. Future research considers the generaliza-
tion of the approach towards higher dimensions and multiple
agents. Furthermore, it is of high interest to derive practical
conditions for the choice of parameter w.
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