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Abstract: Next generation mobile networks are envisioned to provide support for real-time
control applications. One of the main aspects of these systems is that the location of the controller
may be separated from the location of sensing and actuation. This promises benefits in terms of
an increased flexibility, lower costs due to resource sharing, and higher computational capabilities.
This paper focuses on one aspect of such systems, specifically, the controller handover. During
a controller handover, a control process is moved from one point of computation to another
at runtime. A possible reason for performing such a handover is to move the control process
to a controller with better channel conditions. The safety of the handover is analyzed using a
probabilistic reachability analysis by modeling the handover procedure as a stochastic hybrid
system. Based on this safety analysis, a safety-oriented handover triggering rule is proposed. This
triggering rule is shown to be dependent on the instantaneous state of the plant, in contrast to
handover in mobile networks where it is only dependent on the state of the communication links.
A vehicle platoon is considered as an example scenario, which is controlled by a base station
of a mobile network. While driving, the platoon will move out of the communication range of
the base station, so the control process needs to be moved to the next base station. Simulations
illustrate the conditions for a safe execution of so called hard and soft handover protocols.

1. INTRODUCTION

With the advent of machine-type communications, the
development of mobile networks will take a next step in
its evolution. Traditionally, mobile networks have been
designed according to the communication needs of humans.
However, with the ongoing digitalization more and more
communication processes that do not involve humans
directly will be supported by the network. By introducing
such applications at a large scale, real-time control services
with embedded sensors and actuators in the mobile infras-
tructure will become possible. This results in cyber-physical
and control applications becoming ubiquitous. Among
several initiatives, this vision is expected to become a
driving force in the standardization of 5G mobile networks.

Such a novel application class comes with several advan-
tages. In fact, one of the main aspects of these systems
is that the location of the controller may be separated
from the location of sensing and actuation. This could
bring advantages in terms of an increased flexibility, lower
costs due to resource sharing, and higher computational
capabilities. However, many open technical challenges need
to be addressed, mainly relating to the provisioning of
networking services which allow for dependable applica-
tions, as well as the interaction between the control process
and the networked system. In this paper, one of these
challenges is addressed, regarding the interaction between
the control process and the mobile communication network.
Specifically, the notion of controller handover (handoff)
is investigated, during which a control process is moved
from one point of computation to another at runtime. A
possible reason for performing such a handover is to move
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Figure 1. The platoon is initially controlled by a controller
located at the left base station. During a handover the
control process is moved to the controller located at
the right base station.

the control process to a controller with better channel
conditions. Additionally, a handover can be used in order
to balance loads or in case of hardware failure.

In order to illustrate the proposed system, consider the
vehicle platoon shown in Figure 1. In a platoon, vehicles
drive at close inter-vehicular distances in order to reduce
aerodynamic drag. Every vehicle typically contains a vehicle
controller responsible for tracking a reference trajectory
given by a high-level controller (Besselink et al. (2016)).
The high-level controller is responsible for controlling the
platoon as a whole by optimizing over long time horizons.
This raises the question where to locate the high-level
controller. One possibility is to move this functionality to
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Figure 2. Mapping of the control architecture onto the
platoon architecture, where P , S, A, and C denote
the plant, sensor, actuator, and controller, respectively.

the mobile network, where the high-level control actions are
computed at a base station. Alternatively, the controller
might be moved to the backbone, in which case only the
communication links need to be handed over. Moving the
controller to a more centralized location simplifies control
design, provides easier management of multiple platoons,
and offloads some computational burden from the vehicles.
The main challenge with this approach is then to preserve
the connectivity to the controller while the platoon is
moving, hence the need for controller handover.

In mobile networks a handover is fundamental in order to
allow users to move between cells without losing connectiv-
ity (Tekinay and Jabbari (1991)). In the envisioned scenario
this feature becomes more involved, since in addition
to handing over the communication links, the point of
control needs to be changed. This implies that the control
process needs to be migrated from one point of control to
another at runtime. Due to dependability characteristics,
the modeling and derivation of handover policies become
a challenging task that has not been addressed so far.
Related work regarding handover of control processes has
been proposed in Kim and Kumar (2013) using real time
middleware for networked control systems (NCSs). It allows
for runtime reconfiguration of control systems, such as
controller upgrade and migration. This work however does
not analyze the impact of these operations on the control
system, while it also does not consider the imperfections
of the communication network. Controller handover is also
related to controller reconfiguration presented in Trangbaek
and Bendtsen (2009), in which a controller is modified
at runtime to account for actuator and sensor changes.
Furthermore, adaptive controller placement is considered
in Quevedo et al. (2013), in which the role of the wireless
sensor-actuator nodes is dependent on the channel con-
ditions. Finally, topics related to handover are actively
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Figure 3. Structure of the considered NCS, where P , S,
A, C1, and C2 denote the plant, sensor, actuator, and
two controllers, respectively.

researched, in particular in the context of machine-to-
machine (M2M) communications (Ahmad et al. (2015)).

The main contributions of this paper are: (i) the modeling
of the controller handover, (ii) the safety analysis of the
controller handover, and (iii) the development of a safety-
oriented triggering rule for the controller handover. The
handover is first modeled as a stochastic hybrid system,
which is used to perform a stochastic reachability analysis to
determine the safety of the handover. A handover triggering
rule is derived based on this analysis, which is shown to be
dependent on the error probabilities of the links and the
instantaneous state of the plant.

The remainder of this paper is organized as follows.
Section 2 presents the system architecture and formulates
the problem. The safety analysis framework is presented
in Section 3, while a numerical example is presented in
Section 4. Finally, Section 5 discusses conclusions and
suggestions for future work.

2. PROBLEM FORMULATION

Consider the mobile network shown in Figure 2, consist-
ing of base stations and mobile clients. Computational
resources on each base station provide support for control
applications. Connected to this network is a vehicle platoon
which exchanges sensing and actuation information with the
controlling base station. The links between the base stations
and the platoon are time varying, so each link is associated
with a packet error probability. As the platoon moves, the
links to the controlling base station might degrade, hence
handing over to a better located base station becomes
necessary. In this case, the links of the clients need to be
reassociated, while the control process needs to be migrated
to the new base station. However, if the controller resides
in the backbone, only the communication links need to be
handed over. In this paper the controller is assumed to
be located at the base station, nevertheless the presented
analysis holds in both scenarios.

This scenario leads to the NCS shown in Figure 3. It consists
of a continuous-time plant, whose output y(t) is sampled
by the sensor. The samples yk can be transmitted to either
controller C1, controller C2, or both. Each active controller
computes the control input uk and transmits it to the
actuator. Initially the loop is closed through controller C1.
During a controller handover the control process running
on controller C1 is migrated to controller C2, such that
after the handover the loop is closed through controller C2.
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The remainder of this section discusses the control system
and handover protocols in more detail, after which the
problem is stated.

2.1 Control System

The plant is modeled as a continuous-time linear time-
invariant (LTI) system given by

ẋ(t) = Ax(t) +Bu(t),

y(t) = x(t),

where x(t) ∈ Rn is the state, u(t) ∈ Rm is the control
input, y(t) ∈ Rn is the output, A ∈ Rn×n is the system
matrix, and B ∈ Rn×m is the input matrix. The plant is
periodically sampled with sampling period h, while the
control input is kept constant between successive samples.
This results in the discrete-time model given by

xk+1 = Φxk + Γuk + wk,

yk = xk,
(1)

with additive process noise wk ∈ Rn, where Φ = eAh

and Γ =
∫ h
0
eAsds B. The initial state is denoted by x0,

and the process noise is assumed to be Gaussian with zero
mean and covariance matrix W .

The control system with controller handover can be
modeled by the hybrid system H shown in Figure 4.
Initially the plant is controlled by controller C1 in state C1.
After the handover is triggered, the system will transition
through the handover states HOC1, HOOL, and HOC2 in which
the system is respectively controlled by controller C1,
in open loop, and controlled by controller C2. In the
scenario where the controller resides in the backbone,
the hybrid state denotes the base station to which the
plant is connected. Upon completion of the handover,
the system will transition to state C2, in which it is
controlled by controller C2. The discrete state space is
defined by Q = {C1, HOC1, HOOL, HOC2, C2}, where q0 = C1
denotes the initial state. The resulting hybrid state space is
given by Z = ∪q∈Q{q} × Rn, where z0 = (q0, x0) denotes
the initial hybrid state.

Assume both controllers use the same feedback control law
given by uk = −θkKxk, where K ∈ Rm×n is the feedback
gain, and θk is a Bernoulli random variable defined by

Pr (θk = 0 | q) =


peC1

if q = C1 or q = HOC1

1 if q = HOOL

peC2
if q = C2 or q = HOC2,

and Pr (θk = 1 | q) = 1 − Pr (θk = 0 | q) , ∀q ∈ Q. The
probabilities peC1

and peC2
denote the packet loss probabili-

ties of packets sent from the sensor to the actuator through
controller C1 or C2, respectively. The resulting closed-loop
system is given by

xk+1 = Φθkxk + wk, (2)
where Φ0 = Φ and Φ1 = Φ − ΓK are the open-loop and
closed-loop dynamics, respectively. The feedback gain K is
assumed to be designed such that the closed loop system
is stable (Fang and Loparo (2002)).

2.2 Handover Protocols

An important topic is the design of the handover protocols.
In this paper the focus is on the high level modeling of these

C1 HOC1

HOOL

HOC2 C2

Figure 4. Hybrid system model of the control system with
controller handover, where the gray states denote the
handover states.

protocols, where similarly to handover protocols in mobile
networks a distinction is made between hard and soft hand-
over (Kassar et al. (2008)). A hard handover is sometimes
referred to as break-before-make, and entails in the context
of a controller handover that the connection to controller C1

is first broken before switching to controller C2. This keeps
the complexity of the protocol low, but the system might
be in open loop for a certain duration. On the other hand, a
soft handover protocol is referred to as make-before-break.
In this protocol both controllers are active simultaneously
during a certain timespan before switching to controller C2.
This leads to a more complex handover protocol, where
more computation and communication resources are needed.
However, by using both controllers at the same time, the
open loop behavior of the hard handover is avoided.

The handover is abstractly modeled by the duration
of each of the handover states of the hybrid system.
Consequently, the handover protocols are modeled to
always succeed, regardless of the error probabilities of
the links. Let NHOC1 , NHOOL , and NHOC2 denote the number
of time steps in each of the handover states HOC1, HOOL,
and HOC2, respectively. The hard handover protocol can
then be modeled by letting NHOOL > 0, while the soft
handover protocol is modeled by letting NHOOL = 0. Let
the tuple of handover protocol parameters be defined
as ρ = (NHOC1 , NHOOL , NHOC2) ∈ P , where P = N×N0×N. The
triggering instant of the handover is denoted by ktrig ∈ N0,
which is the number of time steps after which the system
transitions from C1 to HOC1. The tuple ε = (ktrig, ρ) then
specifies the execution of a handover protocol.

2.3 Problem Statement

Consider a safety-critical control application, for which the
state is required to stay inside a specified safety region with
a required safety probability of at least ps. Let S ⊂ Rn
denote this safety region, which represents the subset of
the continuous state space in which xk must remain. Let
the probability that a handover execution ε of the hybrid
system H stays inside S be given by

pεS(x0) = Pr {xk ∈ S for all k ∈ [0, N ] | x0 ∈ S} ,
whereN denotes the time horizon. Given the required safety
level ps, the system is called safe with at least probability ps
if pεS(x0) ≥ ps. Based on this, the safety set

Hε(ps) = {x0 ∈ S | pεS(x0) ≥ ps} ,
can be computed, which represents the set of initial
conditions x0 for which the system remains safe.

Depending on the used handover protocol, the plant can
be in open loop for a certain duration. Additionally, packet
losses introduced by the communication system will drive
the system away from its equilibrium. The main aim of this
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paper is therefore to analyze how these effects influence the
control performance by means of a safety analysis, which is
pursued by two objectives. The first objective is to compute
the probability that an execution of the handover remains
inside the safety set. The second objective is to design a
simple handover triggering rule, in order to decide whether
or not to execute a handover.

3. SAFETY ANALYSIS

In this section the controller handover is modeled as
a stochastic hybrid system. A reachability analysis is
presented in order to determine the safety of the handover.
Finally, a simple triggering rule is proposed.

3.1 Hybrid System Model

Consider the hybrid model shown in Figure 4, which
can be represented as a discrete time stochastic hybrid
system (DTSHS). Let it be defined by the tuple H =
(Q, n,Λ,Σ, τx, τq, R), as presented by Abate et al. (2008).
The discrete state space is defined by Q, and the dimension
of the continuous state space is n. In the model considered
here the transition control space Λ and the reset space Σ are
empty. The closed-loop dynamics given by Equation (2) can
be modeled by the continuous transition kernel τx : Rn ×
Z → [0, 1]. Given z = (q, x) ∈ Z, it is defined as

τx (· | z) =
∑

θ∈{0,1}
Pr (θk = θ | q) N (· ; Φθx,W ),

where N (· ;m,W ) denotes the probability density function
of a multivariate normal distribution with mean m and
covariance matrixW . During a state transition from state q
to q′, the dynamics are assumed to be defined by state q.
This is modeled by the reset kernel R : Rn×Z×Q → [0, 1],
which is defined as

R (· | z, q′) = τx (· | z) , q′ ∈ Q.

The discrete state transitions are defined by the time
dependent discrete transition kernel τ εq : Q×Q×N0 → [0, 1].
Let ktrig, kHOC1 = ktrig + NHOC1 , kHOOL = kHOC1 + NHOOL ,
and kHOC2 = kHOOL +NHOC2 define the time instants at which
the system transitions to the next discrete state. The state
transitions at these time instants are then defined by

τ εq (q′ | q, ktrig) =

{
1 if q′ = HOC1, q = C1

0 otherwise,

τ εq (q′ | q, kHOC1) =


1 if q′ = HOOL, q = HOC1, NHOOL 6= 0

1 if q′ = HOC2, q = HOC1, NHOOL = 0

0 otherwise,

τ εq (q′ | q, kOL) =

{
1 if q′ = HOC2, q = HOOL

0 otherwise,

τ εq (q′ | q, kHOC2) =

{
1 if q′ = C2, q = HOC2

0 otherwise,
while the system remains in the same state at all other
times. In other words, given q, q′ ∈ Q the transition kernel
is defined by

τ εq (q′ | q, k) =

{
1 if q′ = q

0 otherwise,
for all time instants k ∈ N0 \ {ktrig, kHOC1 , kHOOL , kHOC2}.

3.2 Probabilistic Reachability

In this section a key result from Abate et al. (2008) is
presented, which shows how pεS(x0) can be computed
using a backward iterative procedure. Consider the value
function V εk : Z → [0, 1] for k = 0, 1, . . . , N initialized
with V εN (z) = 1Sz , which can be computed using the
following backward recursion

V εk (z) = 1Sz (z)

∫
Z
V εk+1(ẑ)τ εz (dẑ | z, k) , z ∈ Z,

for k = 0, 1, . . . , N−1, where Sz = Q×S denotes the set of
safe hybrid states, and 1Sz denotes the indicator function
of the set Sz. The combined kernel τ εz : Z×Z×N0 → [0, 1]
is defined by

τ εz ((q′, ·) | z, k) = τx (· | z) τ εq (q′ | z, k) , q′ ∈ Q.
It can then be shown that pεSz (x0) = V ε0 ((C1, x0)), hence
the presented recursion provides a numerical method to
compute the probabilistic safety set.

3.3 Handover Triggering

In mobile systems, the triggering of a handover typically
depends on users moving out of cell range or cells needing
to free up resources. A controller handover can be triggered
due to similar reasons, however, in the case of a controller
handover the triggering should also consider the interplay
between communication and control. Consider the scenario
where the link quality is degrading, which decreases the
probability of a successful handover due to errors in the
execution of the protocol. On the other hand, the increasing
amount of packet losses acts as a disturbance on the control
system and drives the system state away from its stable
equilibrium. Additionally, performing a handover may also
act as a disturbance on the control system. The triggering
rule is therefore a critical aspect of the handover, since it
must satisfy requirements from both the communication
and the control system. In the remainder of this section,
a simple controller handover triggering rule is proposed
based on the safety analysis.

The triggering rule is envisioned as a receding horizon
criterion. At every time step k a decision is made whether
or not to execute a handover. Let ρ ∈ P specify a handover
protocol and let N be a given time horizon. Executing
a handover is specified by εho, where the handover is
triggered immediately by setting ktrig = 0. On the other
hand, not executing a handover is specified by εnoho by
setting ktrig > N , so the system will remain in C1. A
handover is triggered if the safety probability of triggering
the handover is higher than the safety probability of not
triggering the handover. Additionally, the handover is only
triggered if the required safety level ps is met. Consequently
a handover is triggered in the instantaneous state xk if the
condition

(pεho
S (xk) > pεnoho

S (xk)) ∧ (pεho
S (xk) ≥ ps) (A)

is true. Additionally, the switching set can be defined as

Mρ(ps) = {xk ∈ S | condition (A) is true} ,
which contains the states in the safety region for which a
handover is triggered.
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Figure 5. Simulation of the control system entering the un-
safe region (dashed) while triggering a hard handover
after 1 second, with initial condition x0 = [5, 2]T .

4. NUMERICAL EXAMPLE

In this section the developed methods are applied to a
simple platooning scenario.

4.1 Simulation Scenario

Consider a simple car-following model, where a vehicle’s
objective is to follow a lead vehicle. The clearance error
is given by ∆d = dlf − ddes, where dlf is the distance
between the lead and follower vehicle, while ddes is the
desired distance. Additionally, the velocity error is defined
as ∆v = vl − vf, where vl is the velocity of the lead vehicle
and vf is the velocity of the follower vehicle. By introducing
the state vector x = [∆d ∆v]T , the dynamics are given by

ẋ(t) =

[
0 1
0 0

]
x(t) +

[
0
−1

]
af(t) +

[
0
1

]
al(t),

where al and af denote the acceleration of the lead and
follower vehicle, respectively. The dynamics are discretized,
where al is modeled as a disturbance and af is modeled as
an input. This results in the discrete time model given by
Equation (1) with

Φ =

[
1 h
0 1

]
, Γ =

[
−h2/2
−h

]
, W =

[√
h2/2wl 0

0
√
hwl

]
,

where wl represents the variance of the acceleration of the
lead vehicle, which is chosen to be wl = 0.1. The sampling
time is chosen to be h = 0.2 s. A controller is designed that
minimizes the following quadratic cost function

J =

∞∑
k=0

(
xTkQxk + uTkRuk

)
,

with weight matrices Q = diag(10, 1) and R = 1, which
gives the feedback gain K = [−2.41 − 2.33].

4.2 Safety Analysis

In order for the platoon to be safe while driving, the vehicles
need to maintain a minimum distance to avoid collisions.
Let the desired distance be ddes = 6, while the clearance
error needs to satisfy −5 ≤ ∆d ≤ 10. Furthermore, the
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Figure 6. Safety set contours of executing a hard hand-
over Hεhard(ps) or executing no handover Hεnoho(ps).

speed difference is required to be bounded by |∆v| ≤ 2.
The safety region is then defined by S = [−5 10] ×
[−2 2], while the required safety probability is chosen to
be ps = 1 − pus, with pus = 10−3. Let the hard handover
be defined by ρhard = (5, 4, 5) and the soft handover
by ρsoft = (7, 0, 7), so both protocols have the same
handover duration. Additionally, the time horizon of the
reachability analysis is chosen to be N = 15, and the link
error probabilities are given by peC1

= 0.2 and peC2
= 0.1.

Executions of the hard and soft handover are then defined
by εhard = (0, ρhard) and εsoft = (0, ρsoft), respectively.

Figure 5 shows a simulation of the control system in case
of a hard handover, when the handover is triggered after 1
second. The state enters an unsafe region, which is caused
by the open loop duration and the packet losses before
the open loop duration. This example clearly shows the
need for a safety analysis, by calculating the probability
that a system becomes unsafe given a certain plant state.
Performing a safety analysis for this problem results in
the safety set Hεhard(ps) shown in Figure 6. Triggering the
handover when the plant is inside the safety set will result
in a safety probability of at least ps.

The safety sets of the hard and the soft handover are
shown in Figure 6 and Figure 7, compared to the safety
set of not executing the handover. The soft handover does
not have a large impact on the safety region, since the
contours ofHεsoft(ps) andHεnoho(ps) approximately overlap.
Additionally, the switching set Mρsoft(ps) shows that in
this particular scenario it is always beneficial to perform
a handover when the state is inside the safety set. In the
case of a hard handover the switching set is not shown
in Figure 6, since in this particular scenario it is never
beneficial to perform a hard handover. Additionally, the
safety set of the hard handover is significantly smaller,
which is the price paid for having an open loop duration.

In general there is a trade-off between executing a handover
or not executing a handover, depending on the states of the
communication and control systems. Figure 8 shows the
probability of being unsafe as a function of peC1

, where the
initial state is chosen to be x0 = [0 0]T . A first observation
is that when peC1

< peC2
there is no incentive to perform a
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Figure 7. Safety set contours of executing a soft hand-
over Hεsoft(ps) or executing no handover Hεnoho(ps).
Additionally the switching set Mρsoft(ps) is marked
with gray lines.

handover, since the link to controller C2 has a worse channel.
Furthermore, when peC1

> peC2
it is always beneficial to

perform a soft handover, since executing this handover does
not have a cost. Last, due to the open loop duration, the
hard handover is only beneficial for high error probabilities.

5. CONCLUSIONS AND FUTURE WORK

In this work the problem of the controller handover was
formulated, motivated by a platooning scenario. The
handover was modeled as a stochastic hybrid system,
to which a reachability analysis was applied in order to
determine if a required safety probability is achieved when
executing a handover. Two different handover protocols
were introduced in order to numerically compute the safety
sets for different handover parameters. These sets can
provide valuable information in order to decide whether or
not to execute a handover. Based on the safety analysis a
switching rule was proposed, which depends on both the
error probabilities of the links and the instantaneous state
of the plant.

The problem of controller handover is novel, so many
possibilities for future work exist. The presented system
model is not sensitive to the position of the controller,
while failure of the handover protocol is also not considered.
Furthermore, the lack of well-designed handover protocols
should be addressed. The presented framework can be
extended to cope with multiple sensors, actuators, and
controllers, while different control system structures could
also be investigated. Besides the simple triggering rule
presented here, different triggering rules can be evaluated.
The reachability analysis presented here suffers from
the curse of dimensionality, which can be improved by
approximating the safety sets.
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