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Abstract: We describe a recurrent neural network (RNN) based architecture to learn the flow
function of a causal, time-invariant and continuous-time control system from trajectory data.
By restricting the class of control inputs to piecewise constant functions, we show that learning
the flow function is equivalent to learning the input-to-state map of a discrete-time dynamical
system. This motivates the use of an RNN together with encoder and decoder networks which
map the state of the system to the hidden state of the RNN and back. We show that the proposed
architecture is able to approximate the flow function by exploiting the system’s causality and
time-invariance. The output of the learned flow function model can be queried at any time
instant. We experimentally validate the proposed method using models of the Van der Pol and
FitzHugh-Nagumo oscillators. In both cases, the results demonstrate that the architecture is
able to closely reproduce the trajectories of these two systems. For the Van der Pol oscillator,
we further show that the trained model generalises to the system’s response with a prolonged
prediction time horizon as well as control inputs outside the training distribution. For the
FitzHugh-Nagumo oscillator, we show that the model accurately captures the input-dependent

phenomena of excitability.
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1. INTRODUCTION

Models play a vital role in designing control systems. For
instance, in receding horizon control (Maciejowski (2002)),
the model is used to predict the future evolution of the
state variables and acts as a constraint in the formu-
lation of the optimal control problem. With increasing
complexity, the curse of dimensionality limits the use-
fulness of standard first-principle models. This limitation
has motivated research on data-driven approximation of
such physical models. Besides fast predictions for arbi-
trary initial conditions, another advantage of many data-
driven methods in designing control systems is the efficient
computation of the gradients of the model with respect to
initial conditions, parameters or input signals. To leverage
these advantages, in (Li et al., 2021; Geneva and Zabaras,
2022; Lu et al., 2021; Kissas et al., 2022), the focus is on
learning the map from initial conditions, parameters and
inputs to the solution of a differential equation.

The problem of approximating physical models from data
is also tackled in system identification, see Schoukens
and Ljung (2019) for an overview. Forgione and Piga
(2021) have proposed methods for identifying dynamics
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of continuous-time control systems using neural Ordinary
Differential Equations (ODEs). However, as the dynamics
correspond to the time derivative of the flow, the neu-
ral ODEs must be integrated through an ODE solver to
obtain the system trajectories, representing an extra com-
putational burden both for prediction and for computing
gradients. Furthermore, errors in the learned dynamics will
accumulate over time when the dynamics are integrated,
and the error in the simulated trajectory can become
unbounded.

To directly learn the flow function of an autonomous
dynamical system, Bilo$ et al. (2021) has proposed an
alternative to neural ODEs that avoids the step of using
an ODE solver and allows for faster prediction. This
motivates the search for a corresponding learning scheme
for controlled dynamical systems where inputs are present.
However, this is a harder problem since the domain of
the flow of a continuous-time control system is infinite-
dimensional.

Hanson and Raginsky (2020) have shown that continuous-
time recurrent neural networks are universal approxima-
tors for flow functions of stable continuous-time dynamical
systems, where the approximation quality is uniform over
time. But the question of whether learning such a model
from data is feasible in practice is to the best of our
knowledge open.



Our main contributions are a neural network-based archi-
tecture for learning flow functions of controlled dynamical
systems in continuous-time and a detailed experimental
demonstration of the performance and generalisation ca-
pabilities of the proposed architecture in predicting the
responses of nonlinear oscillators. We provide a mathe-
matical formulation of the problem of learning the flow
function of a control system, showing that it can be re-
duced to a tractable optimisation problem. The inputs
are restricted to the class of piecewise constant functions,
which are practically relevant since digital controllers typi-
cally produce such control inputs. Leveraging the causality
and time-invariance properties of the considered class of
systems, we show that the continuous time flow function
can be efficiently approximated by a discrete-time recur-
rent neural network-based architecture. We demonstrate
the capabilities of the proposed architecture in predicting
the input-dependent response of nonlinear oscillators such
as the Van der Pol and FitzHugh-Nagumo oscillators.

The organisation of the paper is as follows. After a detailed
description of the considered class of control systems and
formulating the learning problem in Section 2, in Section 3
we present the proposed architecture to learn the flow
function of a control system. In Section 4, the proposed
methodology is experimentally evaluated to predict the
periodic response of the non-autonomous Van der Pol
oscillator. In Section 5, the proposed methodology is
evaluated to predict the occurrence of excitable behaviour
in the FitzHugh-Nagumo oscillator. Finally, in Section 6
we provide some concluding remarks and future directions
for further research.

2. PROBLEM FORMULATION
2.1 Considered class of control systems and flow functions

A control system X consists of the following quadruple (see
Sontag (1998), pp. 26)

Z = (T? X7U’ <p>7 (1)
describing the evolution of state-variables of the dynamical
system over a time interval 7 depending on its initial
condition x € X and input u € U, where U is a set of
functions w : T — U. The flow, dictating this evolution, is
defined as a mapping ¢ : T x X x U — X.

We assume that ¥ is time-invariant and finite dimensional.
In particular, 7 € R>g, X C R® and &/ C R™. We also
assume that U is the set of piecewise constant controls?
of period A > 0. In other words, given a sequence {uy}p;
with ux € U, the control input u is defined by

u(t) =ug, (k—1DA<t<kA, keN. (2)
We will exploit two properties of the flow: causality which
implies that the flow at time T' > 0, (T, z,u) depends
only on the values of u(t) for 0 <t < T, and continuity in
the sense that ¢ — (¢, x,u) is continuous for each x, u.

As an example, we can consider the flow function gen-
erated by a system of ordinary differential equations
&(t) = f(&(t),u(t)), t > 0 with initial condition x where u
is generated by a digital controller.

2 The approach can be generalised to any class of input signals that
admit a finite-dimensional causal parameterisation.

2.2 Mathematical formulation of the learning problem

We are interested in learning the flow from data on a
time interval [0,T] with T > A. The input signals v and
initial conditions z of interest are assumed to be drawn
from probability distributions P, on U and P, on X,
respectively.

Given an hypothesis class H C {¢:Rso x X x U — X},
we define for ¢ € H the loss function

1
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(the average squared prediction error over [0,7]), where
X ~ P, and U ~ P, are independent random variables.
The problem of finding the best approximation to the true
flow ¢ amounts to minimising ¢ over H.

In practice, the data consists of discrete-time samples from
N different trajectories:

& =opt u) 4o, k=1,...,K,i=1,...,N, (4)
where K is the number of samples of each trajectory,
ti €[0,T] is an increasing sequence of time samples, v, is
measurement noise, and z*,u’ are sampled i.i.d. from P,
and P,. Thus, in order to learn ¢ from the data (4), we
define the empirical loss function

PN . 1 Y 1 - i R AR ANV
lr(p) = NZEZ &5, = @(th, =", )| (5)
i=1"" k=1

and search for a minimiser of /7 in H.

The objective of this paper is to define an hypothesis space
‘H which renders the above problem tractable and provides
an approximation ¢ of the true flow function ¢ while
preserving causality and continuity. In the next section,
we propose a neural network-based architecture to solve
this problem.

3. PROPOSED ARCHITECTURE
3.1 Motivation

Due to causality and the considered class of inputs (2),
the flow (s, z,u) at a time instant s € R>o depends only
on a finite number of the input values {uy}. Thus, at any
time during the first control period [0, A], only the value
of u; € U and the initial condition x € X are required to
define ¢. Therefore, we define @ : [0,1] x X x U — X as
@(T’ .’L‘, ul) = w(TA’ x’ u)?

such that a finite-dimensional vector of parameters (as
opposed to functions) directly maps to the flow. For an
arbitrary time instant s € Rxo, the flow ¢(s,z,u) can be
computed as follows:

onstruct a map da : (s,u) = {7k, ur},2 such tha
(1) Construct pda : (s,u) = {7, ug }pet! such that
uy, is given according to (2) and

ke = {%J , T 1= {i’—AlcsA,

(2) Define the sequence xy, € X forall k =1,... ks +1
as

k<ks
k=ks+ 1

To =2,
T = (I)(Tk,l‘k_l,uk). (6)
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Fig. 1. (a) Schematic illustration of true flow function ¢ for parameters {uy,7)}i_,. (b) Corresponding model for
the approximated flow ¢. In the approximated model, we first map the initial condition to a higher dimensional
space through a feedforward encoder network. Then, the encoded state is propagated in time through a Recurrent
Neural Network (RNN). Each cell of the RNN sequentially takes (uy,7x) as inputs. The two last hidden states are
interpolated and mapped back to X through another feedforward decoder network.

Then we have that xx, 1 = ¢(s,z,u). Thus, trajectories
of  can be equivalently represented by the trajectories of
a discrete-time dynamical system with inputs (7%, ux), as
represented in (6) and illustrated in Figure la.

3.2 Definition of the architecture

Based on the previous discussion, we focus on approx-
imating the set of difference equations (6), and Recur-
rent Neural Network (RNN) models are suitable for this
task since they are universal approximators of such map-
pings (Schéfer and Zimmermann, 2006).

To increase the flexibility of the model, we first map the
initial state to a feature space Z using an encoder network,
a deep neural network (DNN) whose map we denote by
henc- Denoting the mapping defined by the RNN as hgnn,
we then have

20 = henc(m)v

ks
(21, .+, 2k, +1) = hrNN (2’07 {(ure, ) k:tl)v

where z; € Z are the hidden states of the RNN. To ensure
that the learned flow function is continuous in time, we
combine the two last RNN states using the following map:

g({zk}ﬁff ; {Tk}ﬁfll) = (1= T 41) 2, + Tt 128,41

Note that this does not amount to linear interpolation
since zx,4+1 depends on T 4+1. To map the output of g
back to a state vector in X we use a decoder DNN which
we denote by hgec, whose output yields the approximated
flow ¢ at the time instant s, i.e.

(7)

P(s, 2, u) = hdec(2),

where z is defined as
2= g (b (hene (@), Lm0 w i) Anbi ). ®)
As a result, the hypothesis space H is defined by the set

of functions ¢ of the form (7)-(8) that are parameterised
by the parameters of the networks hArNn, Aenc and hgec-

A block diagram of the architecture is shown in Figure 1b.

4. EXPERIMENTAL EVALUATION: VAN DER POL
OSCILLATOR

We illustrate the proposed method by evaluating its per-
formance in learning the flow function of the Van der Pol
oscillator. Additionally, we study the generalisation capa-
bilities of the trained model with respect to the simulation
time horizon and the input distribution.

4.1 Learning the flow function

Data generation:  The Van der Pol oscillator is described
by the system of ordinary differential equations
&1(t) = @2(1) ©)
io(t) = —a1(t) + (1 — 21(6)?) paa(t) + u(t).
We take p =1 and z(0) ~ N(0,I), i.e. a standard normal
distribution. The control input sampling time is A = 0.2
and the inputs considered are square wave inputs with
period 5A and amplitudes sampled i.i.d. from N (0,0 = 5),
ie.
Ul 4+5k ~ N(O, 5),
uj+5k: = U145k, ] = 27 3u47 5
holds for all £ > 0.

To generate the data used to train the model, we inte-
grate (9) with an RK45 solver. A total of N =30 tra-
jectories are generated, and these are divided into train,
validation and test sets following a 60% — 20% — 20%
random split. For each trajectory, K = 200 time points
ti are sampled using Latin hypercube sampling. The mea-
surement noise in (4) is zero-mean Gaussian noise with
standard deviation of 0.1.

Training: ~ We train the model using the stochastic gra-
dient descent algorithm Adam with a batch size of 1024.
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Fig. 2. Actual (blue, dashed) and predicted (black) trajectories for the Van der Pol model with initial condition and

input drawn from the corresponding distributions.

The learning rate is reduced 5-fold for every 5 epochs in
which the validation loss is not reduced, and the training
is stopped when the validation loss does not decrease more
than 5 x 10~ for 30 consecutive epochs.

Results: ~ We used random search to determine the best
values for the size of the encoder, decoder and recurrent
networks, and the initial learning rate. The optimal initial
learning rate was found to be 1x10~2 and the training took
186 seconds on a cluster node with an NVIDIA T4 GPU
and an Intel(R) Xeon(R) Gold 6226R CPU @ 2.90GHz.
The RNN is a single-layer LSTM network with 8 hidden
states. The encoder network maps the initial state x to
the initial LSTM hidden and cell states, and is a 3-layer
feedforward net with 96 nodes in the hidden layers. The
decoder network maps the hidden LSTM state to the flow
value and is a 3-layer feedforward network with 48 nodes
in the hidden layers. All networks use tanh activations.

Figure 2 shows two predicted trajectories on [0,15] for
two new pairs of initial conditions and inputs drawn from
P, and P, (i.e., unseen during training). Note that the
actual trajectory and the predicted trajectory are nearly
indistinguishable.

4.2 Prediction over large time horizons
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Fig. 3. Estimate of ¢;($) as a function of ¢ for the Van der
Pol model trained with T = 15.

The trajectories used for training the model of the previous
section have a time horizon of 15 seconds. Due to the recur-
rent structure of the model and the stability of the system
under consideration, we expect that the performance is
maintained for longer prediction horizons. To this end, we
compute the test loss £;(¢) on a different set of 100 trajec-
tories on [0, ¢] for a set of gridded values 15 < ¢ < 100. The
result is shown in Figure 3, where the coloured area repre-
sents the 95% confidence interval approximated using the
empirical variance estimate. We observe that ¢; remains
approximately constant as ¢ increases, indicating that the
model gives reliable predictions for ¢ much larger than the
value of T" used for the training trajectories.

4.8 Generalisation to different input distributions
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Fig. 4. Distribution of the loss ¢ (¢) with input distribu-
tions P, (blue) and @, (orange).

We additionally investigate the performance of the model
trained in section 4 with an input distribution different
from the training distribution P,. In particular, we con-
sider a new distribution @, on U consisting of sinusoidal
sequences with random amplitude and frequency, that is,

up = Asin(QkA),
where A ~ LogNormal(0,1) and © ~ Uniform(0, 27). This

corresponds to sinusoidal signals with a maximum fre-
quency of 1 Hz.



To verify the performance on this class of inputs, we com-
pute an estimate of ¢7(¢; Qy), defined as in equation (3)
with the expectation taken with U ~ @Q,,. Figure 4 shows a
box plot of the distribution of the estimate of /7 computed
on 100 trajectories for each of the two input distributions
P, and @,. As expected, the mean and variance of the
prediction loss for the distribution @, are slightly higher
than for P,, but remain reasonably close to that of P,.

5. PREDICTING EXCITABILITY IN THE
FITZHUGH-NAGUMO OSCILLATOR

Excitability is the system property of biological oscillators
that constitute neurons, muscle cells, and endocrine cells.
Here, based on the input energy, the output response either
exhibits resting behaviour or stereotypical spike trains
(also known as an all-or-none response, see Sepulchre et al.
(2017)). Predicting the excitable behaviour has been a key
problem in neurophysiology. In this paper, we provide a
data-driven method where we apply the proposed model
architecture for learning the flow of FitzHugh-Nagumo
oscillator and predict its excitable behaviour.

5.1 Learning the flow function

Data generation:  The FitzHugh-Nagumo oscillator is
described by the following set of nonlinear differential
equations:

i (t) = 1 (t) — 21 (t)* — w2 () + u(t),
myia(t) = a1(t) + a — baa(b), (10)
where 7,7y, a and b are positive constants, which we choose
asn=1/50,v=40,a=0.3,b=1.4.

As before, we take x(0) ~ N(0,I). The control period is
A = 0.1 and the input distribution P, is given by

U1 4+40k s LogNormal(y = log(0.2),0 = 0.5),
Uj 440k = U14+40ky J = 2,...,40

for all k& > 0. This is chosen so that the multi-stable
behaviour of the oscillator is observed.

We generated N = 300 trajectories on [0,20] using an
RK45 solver, sampling K = 300 time points from each tra-
jectory using Latin hypercube sampling. The measurement
noise in (4) is zero-mean Gaussian noise with standard
deviation equal to 0.05.

Results:  We trained a model where the RNN is an LSTM
with 16 hidden states, the encoder has 2 hidden layers with
64 nodes each, and the decoder has 2 hidden layers with
32 nodes each. The training took 1196 seconds with an
initial learning rate of 2 x 1072, with the same algorithm
and hardware as in Section 4.

Figure 5 shows two predicted trajectories on [0,40] for
two new pairs of initial conditions and inputs drawn
from P, and P, (i.e., unseen during training). It can
be observed (in Figure 6) that even though the trained
model occasionally fails to predict the peak value of the
oscillations it subsequently recovers from the error.

5.2 Prediction of excitability

We further predict the occurrences of excitable behaviour
in FitzHugh-Nagumo oscillator by carefully changing the

amplitude of the input signal. Note that, for the FitzHugh-
Nagumo model (10), excitability is well-studied, allowing
us to select the amplitude of the input suitable for exhibit-
ing excitability. In Figure 6a, we show that the learned
model is able to predict that, as the amplitude of the
input is gradually decreased over time, the oscillator’s
response traverses from a higher resting potential (con-
stant response), passes through the excitable region (peri-
odic spike train), and returns to a lower resting potential
(constant response). In Figure 6b, the model predicts the
occurrence of two distinct excitable regions with two sets
of spike trains.

6. CONCLUDING REMARKS

We presented a recurrent neural network architecture to
learn the flow of a causal and time-invariant control system
in continuous time from trajectory data. Exploiting causal-
ity and time-invariance, we show that the problem of learn-
ing the flow function can be cast as the problem of learning
a discrete-time dynamical system, motivating the use of an
RNN-based architecture. Our experimental results on the
Van der Pol and FitzHugh-Nagumo oscillators show that
the learned model has good prediction performance, and
demonstrate that the model is able to generalise to longer
prediction time horizons and new classes of input signals.
We expect that our approach can provide an alternative
to traditional modelling approaches in control problems,
bypassing the need of solving complex dynamics equations
by directly predicting trajectories using the flow function.

There are many possible avenues of research to improve
upon and develop the method we have proposed here.
An immediate extension would be the removal of the
restriction to piecewise constant inputs, in order to obtain
a more general class of continuous-time models. Regarding
further experimental validation, we intend to evaluate the
method on other classes of systems. A scalability study to
systems with a large number of states would be particu-
larly interesting. It is also important to evaluate the model
in the context of control applications where specific forms
of feedback are typically involved. Theoretical properties
of the problem of learning the flow function, as formulated
in Section 2, have not been studied, to the best of our
knowledge. It would be of interest to investigate whether
it is possible to obtain error bounds or scaling laws for the
size of the optimal model.

Additionally, this work has significant implications for
neuro-biological study as well as negative resistance cir-
cuits. Learning the flow function can be viewed as a new
method for in silico studies that is data-driven, indepen-
dent of numerical integration and does not suffer from
numerical instability. For instance, learning excitable spik-
ing patterns from an up-scaled network of neurons (e.g., a
network of Hodgkin-Huxley oscillators with multiple ion-
channels) will directly follow from the methods developed
in this paper. From the point of view of electrical circuits,
learning the flow function is equivalent to learning the
conductance of a negative resistance circuit if we consider
the input to be a current signal and the state trajectories
to be branch voltages.
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Fig. 5. Actual (blue, dashed) and predicted (black) trajectories for the FitzHugh-Nagumo oscillator with initial condition
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Fig. 6. In (a) and (b), actual (blue, dashed) and predicted (black) trajectories demonstrate two distinct cases of
excitability for the FitzHugh-Nagumo oscillator. Excitable regions are shaded in grey.
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