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Abstract— This paper builds upon previous work of the
authors to present a methodology for the decentralized control
of multiple 3-dimensional nonholonomic vehicles, utilizing Navi-
gation Functions. The kinematic, non-holonomic, 3-dimensional
model considered is chosen to resemble the motion of an
aircraft by preventing any movement along the lateral or
perpendicular axis, as well as avoiding high yaw rotation rates.
The discontinuous feedback control law used is based on the
artificial potential field generated by a Dipolar Navigation
Function and steers the agents away from each other and
towards their destinations, while respecting the non-holonomic
constraints present. The performance of the proposed control
strategy is formally guaranteed and verified by non-trivial
simulation results.

I. INTRODUCTION

Nonholonomic systems [1] are of great interest in the
control community since they apply to a number of real
world paradigms, e.g. wheeled mobile robots, Autonomous
Underwater Vehicles (AUVs) and Unmanned Aerial Vehicles
(UAVs), or automated Air Traffic Control (ATC) in general.
In such applications stabilization to a goal configuration,
along with collision avoidance with static obstacles or other
agents operating in the same area, is required.

As shown in [2], nonholonomic systems cannot be stabi-
lized by any time invariant, smooth state feedback controller,
requiring either a time varying or a discontinuous controller.
Astolfi [3], Canudas de Wit et. al. [4] and Bloch et. al.
[5] have proposed control schemes for the stabilization of
a single non-holonomic vehicle using a discontinuous con-
trol law, although no collision avoidance strategy has been
incorporated. Approaches that additionally perform obstacle
avoidance have been proposed that make use ofNavigation
Functions[6] by Lopes and Koditschek [7], and Tanner et. al.
[8]. Team control theory has also been used for the navigation
of mobile nonholonomic robots [9], where intermediate way-
points are derived via optimization and a simple controller
is used between them. Navigation Functions have been
successfully used to control multiagent systems consisting
of a number of nonholonomic agents in centralized [10]
and decentralized schemes [11]. These approaches address 2-
dimensional problems, like ground vehicles or aircraft flying
at a fixed altitude level. In applications that are inherently
3-dimensional, like aircraft flying in 3-dimensional spaceor
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underwater vehicles, the above solutions cannot be directly
applied as the extension to 3 dimensions is not trivial and
requires the assumption of an augmented motion model,
compliant with the real system’s kinematic constraints.

Previous work on the control of 3D nonholonomic agents
include approaches by Aicardi et al. based on a velocity
vector field [12], [13] and tracking of a 2D path that has
been expanded empirically to 3D space [14]. It should be
noted though that in these approaches no obstacle avoidance
method is used, while the bank angle of the vehicle is not
controlled. An approach including obstacle avoidance for a
single agent has been proposed by the authors in [15].

This paper presents a novel method for the distributed
control of multiple 3-dimensional nonholonomic spherical
agents using a kinematic controller, in combination with
Dipolar Navigation Functions[8]. The nonholonomic model
used for the agents is chosen to represent aircraft flying in
3-dimensional space, as it takes into account the kinematic
constraints on the lateral and perpendicular motion that apply
on the aircraft. Furthermore, the control law is more intuitive
and less conservative than previous Navigation Function
based controllers [16], while being engineered to keep the
yaw rotation rate minimum [15], as it is common for a
conventional fixed-wing aircraft. This control strategy forces
the agents to follow feasible nonholonomic trajectories that
avoid collisions with each other or the workspace boundary,
and lead to the desired configuration. Being a reactive, real-
time method, this approach is robust with respect to modeling
or measurement errors; any deviation from the desired path
is directly taken into account by our approach.

The rest of the paper is organized as follows: section
II describes the nonholonomic model used for the agents
and the problem treated, followed by section III, where the
Dipolar Navigation Functions framework used in this paper
is presented. In section IV, the proposed feedback control
scheme is introduced and analyzed, while section V includes
computer simulation that support the derived results. The
conclusions of this paper are summarized in section VI.

II. SYSTEM AND PROBLEM DEFINITION

Each agenti is described by a 3-dimensional kinematic
nonholonomic model. The stateni of agenti, i = 1, ..., N

consists of its position vectorni1 and orientationni2:

ni =

[
ni1

ni2

]
, ni1 =




xi

yi

zi



 , ni2 =




φi1

φi2

φi3




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Fig. 2: Body-Fixed Coordinates

where
[

φi1 φi2 φi3

]T
are xyz Euler angles. Let this

Earth-fixedcoordinate system follow theNED (North-East-
Down) convention withxi pointing North,yi East, andzi

Down. Consequentlyφi1, φi2, φi3 expressbank, elevation
and azimuth angles of agentsi respectively, as shown in
Figure 1. Let us now define the3 body-fixed axesli1, li2
and li3, with li1 pointing forward,li2 to the right andli3
downwards with respect to agenti, as shown in Figure 2. The
inputvi of each agent consists of the body-fixed, longitudinal
velocity ui (along axisli1) and the 3 earth-fixed angular
velocitiesωik = φ̇ik, k = 1, 2, 3:

vi =
[

ui ωi1 ωi2 ωi3

]T

This selection of inputs resembles well the motion of an
aircraft, as it does not allow any motion along the body-
fixed laterall2 or perpendicularl3 axes. The kinematics of
the system described above are:

ṅi = Ri · vi (1)

whereRi = R(ni2) ∈ R6×4 is a transformation matrix [17]:

Ri =

[
Ji 03×3

03×1 I3

]
, Ji =J(ni2) =




cφi3cφi2

sφi3cφi2

−sφi2





The choice of this extended 3D unicycle as a high level
model for the aircraft is considered adequate for the short-

term motion planning task that we consider in this paper.
It is assumed that a lower level controller, like the Flight
Management System (FMS) or the autopilot will be onboard
to realize the trajectories provided by our control scheme.

A. Problem Statement

The problem under consideration in this paper is to design
a control law for each ofN spherical agents of radiusri

and stateni, described by the kinematic model (1), that will
steer each agenti via the inputs:ui, ωi1, ωi2, ωi3 to its
desired position and direction (elevation and azimuth),ni1d

and φi2d, φi3d respectively, while avoiding collisions with
each other or the boundaryϑW of the given workspace
W ⊂ R3. Each agent is assumed to have knowledge of
the position, the orientation and the longitudinal velocity of
all other agents, but not of their destinations. Finally, the
workspace is assumed to be spherical of radiusrworld.

The scenario described above resembles the case of Air
Traffic Management (ATM), where each aircraft can monitor
the position, orientation and velocity of neighboring aircraft
through surveillance, but has no knowledge of the destina-
tions other than its own. The fact that the method is fully 3D
means that each aircraft can use vertical as well as horizontal
maneuvering to exploit the available airspace and stay away
from conflicts. As the decentralization of Air Traffic Control
is thought to be a solution to the increasing air traffic
load, the control scheme that follows can be useful in the
design of future ATM systems. Other application where such
an algorithm may be considered are multiple Autonomous
Underwater Vehicles (AUVs) or Unmanned Aerial Vehicles
(UAVs) operating in the same area.

III. D IPOLAR NAVIGATION FUNCTIONS

Navigation Functions are not suitable for the control of
a non-holonomic agent, as they do not take into account
the kinematic constraints that apply on such a vehicle.
Use of the original Navigation Function, as introduced by
Koditschek and Rimon in [6], with a feedback law for
the control of a nonholonomic agent can lead to undesired
behavior, like having the agent rotate in place. In order to
overcome this difficulty,Dipolar Navigation Functionshave
been developed [10], that offer a significant advantage: the
integral lines of the resulting potential field are all tangent to
the target orientation at the origin, eliminating the need for
in-place rotation, as the agent is driven to the origin with the
desired orientation. This is achieved by considering the plane
whose normal vector is parallel to the desired orientation,and
includes the origin, as an additional artificial obstacleHnh.

The Navigation Function used in this paper is:

Φi =
γdi + fi

((γdi + fi)k + Hnhi
· Gi · β0i

)
1/k

(2)

which is constructed as explained in detail in [16].
The functionGi is a measure of proximity to collisions

involving vehicle i: Gi is zero when thei − th vehicle
participates in a conflict, i.e. the sphere occupied by agent
i intersects with other agents’ spheres, and takes positive



values away from any conflicts, whileγdi = ||ni1 − ni1d||
2,

with ||·|| denoting the euclidean norm, is the squared distance
of agent i from its destinationn1id. The functionfi =
fi(Gi) is necessary in a distributed approach as it is used in
proximity situations in order to ensure thatΦi attains positive
values even when agenti has reached its destination. Thus
agenti can be temporarily driven away from its destination
in order to facilitate the convergence of neighboring agents.

As the workspace is considered spherical with radius
rworld, the workspace bounding obstacle isβ0i = r2

world −
(||ni1|| + ri)

2. The reader is referred to [16] for more details
on the construction ofGi, fi.

The factor Hnhi renders the potential field dipolar. As
explained before it is responsible for the repulsive potential
created by the artificial obstacle used to align the trajectories
at the destination with the desired orientationn2d:

Hnhi =ǫnh + nnhi

nnhi =
∣∣∣∣JT

id · (ni1 − ni1d)
∣∣∣∣2

Jid =J (ni2d)

whereǫnh is a small positive constant.
Finally, k is a positive tuning parameter for this class of

Navigation Functions. The potential function given above has
been used in [11] and has proven navigation properties, i.e., it
provides almost global convergence to the destination, along
with guaranteed collision avoidance. A simple 2-D example
of a Dipolar Navigation Function is presented in Figure 3,
depicting the field in the simple case where no obstacles are
present. It can been seen that the surfacex = 0 divides the
workspace of radiusrworld = 100 in two parts, and forces
all the integral lines (crossing the isocurves at a right angle)
to approach the target(0, 0) parallel to they axis.
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Fig. 3: 2-D Dipolar Navigation Function

IV. 3D NON-HOLONOMIC NAVIGATION

A. Control Law

The proposed control law for agenti, i = 1, . . . , N is as
follows:

ui = − sgn(Pi) · Fi −

(
∂Φi

∂t
+

∣∣∣∣
∂Φi

∂t

∣∣∣∣
)

1

2Pi
(3a)

ωi1 = − kφi1
(φi1 − φnhi1) (3b)

ωik = − kφik
(φik − φnhik) + φ̇nhik, k = 2, 3 (3c)

where

Fi =ku · ||∇iΦi||
2 + kz · ||ni1 − ni1d||

2

Pi =J
T
i · ∇iΦi

∇iΦj =
∂Φj

∂ni1

∂Φi

∂t
=

∑

j 6=i

uj∇jΦ
T
i · Jj

with Φi = Φi(ni1) being the aboveDipolar Navigation
Function(2), andku, kz , kφik

positive real gains. The angles
φnhik are defined as follows:

φnhi3 , atan2 (sgn(pi)Φiy , sgn(pi)Φix) (4a)

φnhi2 , atan2
(

-sgn(pi)Φiz ,
√

Φ2
ix + Φ2

iy

)
(4b)

φnhi1 , atan2 (sgn(pi) cφ2 · ω3, sgn(pi)ω2) (4c)

whereΦix = ∂Φi

∂xi
, Φiy = ∂Φi

∂yi
, Φiz = ∂Φi

∂zi
, andpi = J

T
id ·

(ni1 − ni1d) is the current position vector with respect to the
destination, projected on the longitudinal axis of the desired
orientation (li1d). The functionssgn andatan2 are:

sgn(x) ,

{
1, if x ≥ 0

−1, if x < 0

atan2(y, x) , arg (x, y) , (x, y) ∈ C

Thussgn(pi) is equal to1 in front of the target configuration
and−1 behind it. In order to ensure continuity of the above
angles on the destination (where the gradient vector is zero)
we use the following approximation scheme [18]:

φ̂nhik,






φnhik, ρk>ǫ

φ
nhik(−2ρ3

k
+3ǫρ2

k)+φikd(−2(ǫ−ρk)3+3ǫ(ǫ−ρk)2)
ǫ3

, ρk≤ǫ

for k = 1, 2, 3, whereρ1 =
√

cφ2
2 · ω

2
3 + ω2

2 , ρ2 = ||∇iΦi||

andρ3 =
√

Φ2
ix + Φ2

iy . Thus the angleŝφnhik are continu-

ous whenρk = 0 as lim
ρk→0

φ̂nhik = φ̂nhik

∣∣∣
ρk=0

= φikd, k =

1, 2, 3. Consequently wheneverni1 = ni1d, i.e., agenti is at
its target position, we have:

φ̂nhik = φikd, k = 1, 2, 3 (5)

As can be seen in the control law for the longi-
tudinal velocity (3a), the term−

(
∂Φi

∂t +
∣∣∂Φi

∂t

∣∣) 1
2Pi

=

−max
(

∂Φi

∂t , 0
)
· 1

Pi
is zero whenever the partial derivative

∂Φi

∂t is non-positive, while the term is activated when∂Φi

∂t >

0. As ∂Φi

∂t sums the effect of all but thei− th agent onΦi,
the condition∂Φi

∂t > 0 implies that the motion of all other
agents tends to increaseΦi, and therefore agenti must take
that into account to cancel the increase rate and ensure that
its Navigation Function decreases over time. In the contrary
when ∂Φi

∂t ≤ 0 the term− 1
2Pi

is not used as it is not required.
This modification of the control law makes sure that the
term − 1

2Pi
is used only when it is absolutely necessary,

thus making the control law less conservative compared to
previous approaches [19], that always include such a term,



as well as more intuitive. The importance of the above will
be made clear in the stability analysis that follows.

B. Stability Analysis

Theorem 1:Each agenti described by model (1) under
the control law (3) is asymptotically stabilized to its target
ni1d, φi2d, φi3d.

Proof: As the control scheme is discontinuous, we
will use Lyapunov analysis for nonsmooth systems to prove
the stability of the system under the control law (3). The
following Lyapunov function candidate is used:

V =
∑

i

Vi, Vi = Φi +
1

2

3∑

k=2

(φi − φnhik)
2 (6)

The generalized derivative ofV [20] is:

∂V =




∑
i
∇1Φi

...∑
i
∇N Φi

1/2∇φ12
(φ12−φnh12)2

1/2∇φ13
(φ13−φnh13)2

...
1/2∇φN2

(φN2−φnhN2)
2

1/2∇φN3
(φN3−φnhN3)

2

1/2∇φ
nh12

(φ12−φnh12)2

1/2∇φ
nh13

(φ13−φnh13)2

...
1/2∇φ

nhN2
(φN2−φnhN2)

2

1/2∇φ
nhN3

(φN3−φnhN3)
2




=




∑
i ∇1Φi

...∑
i ∇N Φi

(φ12−φnh12)
(φ13−φnh13)

...
(φN2−φnhN2)
(φN3−φnhN3)
−(φ12−φnh12)
−(φ13−φnh13)

...
−(φN2−φnhN2)
−(φN3−φnhN3)




Let us then consider the multi-agent systemẋ = f(x)
resulting from the composition of (1):

x =




n11

...
nN1

φ12

φ13

... φN2

φN3

φnh12

φnh13

...
φnhN2

φnhN3




, f(x) =




u1J1

...
uNJN

ω12
ω13

...
ωN2
ωN3

φ̇nh12

φ̇nh13

...
φ̇nhN2

φ̇nhN3




The Filippov set [21] of the above system is:

K[f ] =




K[u1]J1

...
K[uN ]JN

ω12
ω13

...
ωN2
ωN3

φ̇nh12

φ̇nh13

...
φ̇nhN2

φ̇nhN3




By the control law (3a) we deduce:

K[ui] = K[−sgn(Pi)] · Fi −

(
∂Φi

∂t
+

∣∣∣∣
∂Φi

∂t

∣∣∣∣
)

1

2Pi
(7)

Using the chain rule given in [22] we can calculate the
generalized time derivative ofV as follows:

˙̃
V =

⋂

ξ∈∂V

ξT K[f ] =

=
∑

i

∑

j

K[ui]∇iΦ
T
j Ji+

+
∑

i

3∑

k=2

(φik − φnhik
) (ωik − φ̇nhik

) =

(7)
=

∑

i

K[ui]∇iΦ
T
i Ji +

∑

i

∑

j 6=i

K[uj]∇jΦ
T
i Jj−

−
∑

i

3∑

k=2

kφik
(φik − φnhik)

2
=

=
∑

i

{
K[−sgn(Pi)] · PiFi −

1

2

(
∂Φi

∂t
+

∣∣∣∣
∂Φi

∂t

∣∣∣∣
)}

+

+
∑

i

∂Φi

∂t
−

∑

i

3∑

k=2

kφik
(φik − φnhik)2 =

=
∑

i

{
− |Pi|Fi −

1

2

(∣∣∣∣
∂Φi

∂t

∣∣∣∣ −
∂Φi

∂t

)}
−

−
∑

i

3∑

k=2

kφik
(φik − φnhik)2 ≤ 0

Since eachVi and consequentlyV is regular [20] and the
level sets ofV are compact, the nonsmooth version of
LaSalle’s invariance principle [22] can be applied. We can
thus conclude that the trajectory of the closed-loop system
converges to the largest invariant subsetS:

S ,

{
n | 0 ∈

˙̃
V

}
=

={n : (− |Pi|Fi −
1

2

(∣∣∣∣
∂Φi

∂t

∣∣∣∣ −
∂Φi

∂t

)
= 0∀i)∧

(φik = φnhik
∀i, k = 2, 3)}

Thus insideS we havePi = 0 or Fi = 0. The condition
Fi = 0 holds only whenni1 = ni1d, i.e., when each
agent has reached its target position with no other agents
are close enough to makefi > 0, while Pi = 0 holds
at the target and whenever the agent’si longitudinal axis
is normal to the field’s gradient∇iΦi. In the later case
though, if the agent is away from the destination, i.e.Fi 6=
0, at least one of the elevation and azimuth anglesφi2

and φi3 are not equal toφnhi2 and φnhi3 respectively,
and therefore the corresponding configurations are outside
S. As a result only the target position is included inS.
Moreover, by (5) and the conditionφik = φnhik

∀i, k =
2, 3, we deduce that the setS reduces to the singleton
{n : (ni1 = ni1d∀i) ∧ (φik = φikd∀i, k = 2, 3)}, i.e., all the



agents are stabilized to their destinations with the desired
elevation and azimuth angles.

Remark:From the control law (3a) we can see that the
linear velocity tends to infinite values whenPi → 0, i.e.,
when the projection of the field’s gradient on the agent’s
longitudinal axis is very small. This is the case when the
gradient vector is normal to the agent’s longitudinal axis:
∇iΦi⊥li1. In this case at least one of the anglesφik, k =
2, 3 will be not equal to the the correspondingφnhik, and
therefore(φik − φnhik) is non zero for at least one ofk =
2, 3. Calculating the dynamics of this term we have:

d

dt
(φik − φnhik) = −kφik

(φik − φnhik) + φ̇nhik − φ̇nhik

As a result the absolute value|φik − φnhik| is always
decreasing in time and each termφik − φnhik, k = 2, 3
is stabilized to0. Thus if the absolute angle between the
field’s gradient andli1 is initaly smaller thanπ2 , it will always
remain in

[
0, π

2

)
and the setG , {n | ∃i : ∇iΦi⊥li1}, where

Pi → 0, will never be reached. Essentially it is required that

Pi · pi > 0

at the initial conditions, i.e. agents starting in the subspace
behind their targets ( wherepi < 0) must have the initial
negated gradient vector driving them forward (Pi < 0), while
agents starting in front of their target (pi > 0) must have the
negated gradient initially driving them backward (Pi > 0).
To enforce additionally only forward (or backward) motion,
we have to ensure that all agents start in the subspace behind
(or in front) of their targets. These mild requirements should
not pose practical difficulties in Air Traffic applications,as
they represent reasonable physical conditions.

V. SIMULATION

In order to demonstrate the effectiveness of the above
control strategy, a computer simulation is presented below.
The test case considered consists of4 agents of radius
ri = 0.05, i = 1, . . . , 4 operating in a spherical workspace
of rworld = 1. The initial positions are spanned near the
boundary of the workspace facing inward and the target con-
figurations have been set across the center of the workspace,
so that the straight line paths between each start position
and the corresponding destination create multi-agent conflicts
near the center(0, 0, 0). Specifically the initial configurations
of the agents are:

n1init = [ −0.9 0 0.3 0 0 0 ]T

n2init = [ 0 −0.9 −0.4 0 0 π
2 ]T

n3init = [ 0.6 0.6 −0.4 0 0 − 3π
4 ]T

n4init = [ 0.6 −0.6 −0.2 0 0 3π
4 ]T

and the target positions and elevation, azimuth angles :

n11d = [ .9 0 −.3]T , φ12d = 0, φ13d = 0
n21d = [ 0 .9 .2]T , φ22d = 0, φ23d = π

2
n31d = [−.6 −.6 .2]T , φ32d = 0, φ33d = − 3π

4
n41d = [−.6 .6 .4]T , φ42d = 0, φ43d = 3π

4

The results can be seen in Figures 4, 5 and 6 where the
trajectories of the agents are plotted as seen from3 different
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viewing angles. The distances between any two agents are
plotted in Figure 7 (solid lines) along with the minimum
safety clearance2 · ri = 0.1.

As the figures demonstrate, the agents follow feasible,
nonholonomic 3-dimensional paths avoiding collisions with
each other, and converge towards their destinations and di-
rections as intended. Because of the exponential convergence
rate, some deviation between the final positions (achieved
within the simulation duration) and the desired ones can be
observed, although in general the agents approach their des-
tinations with favorable orientations. The distance between
any two agents is always higher than the safety margin as
no collisions occur.
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Fig. 7: Distances between agents (solid lines) and minimum
safety clearance (dashed line)

VI. CONCLUSIONS

This paper proposes a Navigation Function based control
strategy for multiple 3-dimensional non-holonomic aircraft-
like agents. The proposed distributed control scheme steers
the agents towards their targets and away from collisions
with each other. The discontinuous control law generates
trajectories that respect the nonholonomic constraints and
the low yaw capability of typical aircraft. The feedback
control law makes the control strategy robust with respect to
measurement and modeling errors, while the use of Naviga-
tion Functions provides guaranteed global convergence and
collision avoidance. Our future work is directed towards the
better control of the algorithms convergence rate, and thus
the agents’ velocities.
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