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Abstract— Future multi-agent systems will include embedded
microprocessors with limited resources to gather information
and actuate the individual agent controller updates. In this
paper we examine the stability of such scheme in a cooperative
control problem where the actuation updates are event-driven,
depending on the ratio of a certain measurement error with
respect to the norm of the state. In the centralized case, we
obtain a strictly positive lower bound in the inter-event times,
while relevant, yet more conservative, results are obtained in
the decentralized case.

I. I NTRODUCTION

Recent technological advances on computing and com-
munication resources have facilitated the control of large
scale systems. Distributed approaches to the control of such
systems are preferable to centralized ones due to their ro-
bustness to individual agent errors, scalability with respect to
increased number of agents and reduced computational load.
Several results concerning multi-agent cooperative control
have appeared in recent literature involving agreement or
consensus algorithms [11], [14], formation control [18], [1]
and distributed estimation [12],[16].

An important issue that arises in the implementation of
distributed algorithms is the realization of the communication
and control actuation schemes. In that respect, a futuristic
multi-agent system design may equip each agent with a
small embedded micro-processor, who will be responsible for
collecting information from neighboring nodes and actuating
the control updates of the individual agent, according to
some ruling. Scheduling of these actuation or execution
times can be done in a time-driven or an event-driven
fashion. The first case involves the traditional approach of
sampling at pre-specified time instances, usually separated
by a specific period. Since the microprocessors are assumed
to be resource-limited, an event-triggered approach seems
more favorable. In addition, a proper design can also preserve
desired properties of the ideal continuous state-feedback
system, such as stability and convergence. A comparison of
time-driven and event-driven control for stochastic systems
favoring the latter is found in [2]. Stochastic event-driven
strategies have appeared in [13],[7]. In this paper, we use
the deterministic event-triggered strategy introduced in[17].
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Similar results on deterministic event-triggered feedback
control have appeared in [20],[19].

The approach of [17] involves triggering of the control
actuation whenever a certain error becomes large enough
with respect to the norm of the state. It is assumed that some
kind of asymptotic stability holds for the nominal system
and tools from perturbation analysis of nonlinear systems are
used to analyze the convergence of the event-driven system.
In particular, it is assumed that the nominal system is Input-
to-State stable [15] with respect to measurement errors. We
will show in the sequel that this framework is suitable for a
class of cooperative control algorithms, namely those thatcan
be reduced to a first order agreement problem [11], which has
been proven to be ISS [9]. Both the cases of centralized and
decentralized event-triggered control are considered. Inthe
first case, it is assumed that there exists a global embedded
microprocessor that collects information about the whole
system and triggers the feedback events for each agent. We
show that similarly to [17], there exists a lower bound on
the inter-event times, i.e., the time between two consecutive
actuation updates. In The decentralized case, each agent
is equipped with its own embedded microprocessor that
can gather only neighboring information. Similar yet more
conservative results are obtained. In particular, we show that
continuous evolution is enforced at each time instant for at
least one agent and also provide a minimum lower bound
for it; thus ensuring that the overall switched system does
not reach an undesired accumulation point, i.e., it does not
exhibit Zeno behavior [8].

The rest of the paper is organized as follows: Section II
presents some necessary background and discusses the prob-
lem treated in the paper. The centralized case is discussed in
Section III while Section IV presents relevant results for the
decentralized case. Some examples are given in Section V
while Section VI includes a summary of the results of this
paper and indicates further research directions.

II. BACKGROUND AND PROBLEM STATEMENT

In this section we first review some related results on
algebraic graph theory that are used in the paper and proceed
to describe the problem treated in this paper.

A. Algebraic Graph Theory

The following facts about algebraic graph theory are found
in [6]. For an undirected graphG with N vertices the
adjacency matrix A = A(G) = (aij) is the N × N matrix
given by aij = 1, if (i, j) ∈ E and aij = 0, otherwise. If
there is an edge(i, j) ∈ E, then i, j are calledadjacent. A
path of lengthr from a vertexi to a vertexj is a sequence



of r + 1 distinct vertices starting withi and ending with
j such that consecutive vertices are adjacent. Fori = j,
this path is called acycle. If there is a path between any
two vertices of the graphG, then G is called connected.
A connected graph is called atree if it contains no cycles.
The degree di of vertex i is defined as the number of its
neighboring vertices, i.e.di = {#j : (i, j) ∈ E}. Let ∆
be then × n diagonal matrix ofdi’s. Then∆ is called the
degree matrix of G. The (combinatorial)Laplacian of G is
the symmetric positive semidefinite matrixL = ∆−A. For a
connected graph, the Laplacian has a single zero eigenvalue
and the corresponding eigenvector is the vector of ones,1.
We denote by0 = λ1(G) ≤ λ2(G) ≤ . . . ≤ λN (G) the
eigenvalues ofL. If G is connected, thenλ2(G) > 0.

B. System Model

ConsiderN agents operating inR. Note though that the
results of the paper are extendable to arbitrary dimensions.
Let xi ∈ R denote the state of agenti. We assume first that
agents’ motion obeys the single integrator model:

ẋi = ui, i ∈ N = {1, . . . , N} (1)

whereui denotes the control input for each agent.
We assume that each agent has limited information on the

other group members. In particular, each agent is assigned a
subsetNi ⊂ {1, . . . , N} of the rest of the team, called agent
i’s communication set, that includes the agents with which
it can communicate. The limited communication capabilities
can be encoded in terms of an undirectedcommunication
graph G = {V,E}, which consists of a set of verticesV =
{1, ..., N} indexed by the team members, and a set of edges,
E = {(i, j) ∈ V × V |i ∈ Nj} containing pairs of vertices
that represent inter-agent communication specifications.

C. Event-triggered Cooperative Control

A large number of multi-agent cooperative control prob-
lems can be reformulated as an agreement problem, i.e., a
problem where all agents aim to achieve a common value of a
certain quantity with limited information. This is for example
the case of decentralized formation control [4], where it can
be shown that the formation problem can be reduced to an
agreement problem with a proper change of variables. We
thus treat the first-order agreement problem for the system
(1) in this paper.

The agreement control laws in [5], [11] were given by

ui = −
∑

j∈Ni

(xi − xj) (2)

and the closed-loop equations of the nominal system (without
quantization) werėxi = −

∑

j∈Ni

(xi − xj , ), i ∈ {1, . . . , N},

so thatẋ = −Lx, whereL is the Laplacian matrix of the
communication graph. For a connected graph, all agents’
states converge to a common agreement point which coin-
cides with the average1

N

∑

i

xi(0) of the initial states.

In this paper, we assume that each agent is equipped with
one or more embedded microprocessors which are responsi-
ble for collecting information from neighboring agents and

triggering the control actuation for each individual agentat
discrete time instants.

As a motivating example, consider a team ofN vehi-
cles/robots in a formation control scenario (which can be re-
formulated as an agreement problem) that can communicate
and actuate their control laws at discrete instants. Between
these instants their control law remains constant, i.e., this is
a case of a switched system with piecewise constant control
laws. This is different than the switching agreement problem
treated in [14], where only the topology changes at discrete
instants, but the control law has the form (2). In an event-
triggered setup, our aim is to render these discrete instants
of time as rare as possible, without jeopardizing the desired
system performance. This is for example the case in fleets of
cooperating underwater vehicles, where the team can update
its control action at discrete sampling instants.

D. Problem Statement

Consider the system (1). Both centralized and decentral-
ized event-triggered cooperative control are treated in the
paper. The control formulation and problem statement for
each case are described in the sequel.

1) Centralized Event-triggered Cooperative Control: For
eachi ∈ N , andt ≥ 0, introduce a (state) measurement error
ei(t). Denote the stack vectore(t) = [e1(t), . . . , eN (t)]T .
The discrete time instants where the events are triggered are
defined when a conditionf(e(t)) = 0 holds. The sequence of
event-triggered executions is denoted by:t0, t1, . . .. As noted
above, eachti is defined byf(e(ti)) = 0, for i = 0, 1, . . ..
To the sequence of eventst0, t1, . . . corresponds a sequence
of control updatesu(t0), u(t1), . . .. Between control updates
the value of the inputu is held constant and equal to the last
control update, i.e.,:

u(t) = u(ti),∀t ∈ [ti, ti+1) (3)

and thus the control law ispiecewise constant between the
event timest0, t1, . . ..

The centralized cooperative control problem treated in this
paper can be stated as follows: “derive control laws of the
form (3) and event timest0, t1, . . . that drive system (1) to
an agreement point.”

2) Decentralized Event-triggered Cooperative Control:
In this case, there is a separate sequence of eventstk0 , tk1 , . . .

defined for each agentk according tofk(ek(tki ), {ej(t
k
i )|j ∈

Nk}) = 0, for k ∈ N and i = 0, 1, . . .. Hence the separate
conditionfk(ek(t), {ej(t)|j ∈ Nk}) = 0 triggers the events
for agentk ∈ N . The decentralized control law fork is
updated both at its own event timestk0 , tk1 , . . ., as well as at
the last event times of its neighborst

j
0, t

j
1, . . . , j ∈ Nk. Thus

it is of the form

uk(t) = uk(tki , {tji′ |j ∈ Nk}), (4)

wherei′
∆
= arg min

l∈N:tk
i
≥t

j

l

{

tki − t
j
l

}

.

The decentralized cooperative control problem can be
stated as follows: “derive control laws of the form (4), and
event timestk0 , tk1 , . . ., for each agentk ∈ N that drive
system (1) to an agreement point.”



III. C ENTRALIZED APPROACH

Consider the cooperative control problem of Sections II-
C,D. We assume that the control law can be actuated only
at discrete instances of time instead of being a continuous
feedback. In contrast to traditional sampling approaches,in
this paper it is assumed that the control law is actuated
at instants triggered by events, and in particular, at times
when the measurement error of the state variable reaches
a certain threshold. In the case treated in this section, the
control scheme is centralized and it is assumed that their
exists a global microprocessor that collects information about
the whole system and triggers the control actuation events
for the whole team. This will be relaxed in the next section.

Following the notation given in the previous section, the
state measurement error is defined by

e(t) = x(ti) − x(t), i = 0, 1, . . . (5)

for t ∈ [ti, ti+1). The choice ofti encoded by the function
f will be given in the sequel. The proposed control law in
the centralized case has the form (3) and is defined as the
event-triggered analog of the ideal control law (2):

u(t) = −Lx(ti), t ∈ [ti, ti+1) (6)

The closed loop system is then given by

ẋ(t) = −Lx(ti) = −L(x(t) + e(t)) (7)

Similarly to [11], the state vectorx can be decomposed as

x(t) = a(t)1 + δ(t)

wherea(t) = 1

N

∑

i

xi(t) denotes the average of the agents’

states andδ is called the disagreement vector in [11] and1

is the vector of ones. We then have

ȧ =
1

N

∑

i

ẋi = −
1

N

∑

i

∑

j∈Ni

(xi(t) − xj(t))

−
1

N

∑

i

∑

j∈Ni

(ei(t) − ej(t)) = 0

so thata(t) = a(0) =
1

N

∑

i

xi(0) ≡ a, i.e., the notation

a = a(0) = a(t) will be used in the sequel. We now have

ẋ = δ̇ = −L(x + e) = −L(a1 + δ + e)

so that
δ̇ = −L(δ + e) (8)

For an undirected graph, an important property ofδ proven in
[11] is δT Lδ ≥ λ2 (G) ‖δ‖2 for all δ satisfyingx = a1 + δ.

A candidate ISS Lyapunov function for the disagreement
dynamics (8) isV = 1

2
‖δ‖2. We have

V̇ = δT δ̇ = −δT L(δ + e) = −δT Lδ − δT Le ≤

≤ −λ2 (G) ‖δ‖2
+ ‖δ‖ ‖L‖ ‖e‖

Enforcinge to satisfy

‖e‖ ≤ σ
λ2 (G) ‖δ‖

‖L‖
(9)

with σ > 0, we get

V̇ ≤ (σ − 1) λ2 (G) ‖δ‖2

which is negative definite forσ < 1.
Thus, the events are triggered when:

f (e)
∆
= ‖e‖ − σ

λ2 (G) ‖δ‖

‖L‖
= 0 (10)

The event times are thus defined byf(e(ti)) = 0, for
i = 0, 1, . . .. At each ti, the control is updated according
to (6) and remains constant, i.e.,u(t) = −Lx(ti) for all t ∈
[ti, ti+1). Once the control task is executed the error is reset
to zero, since at that point we havee(ti) = x(ti)−x(ti) = 0
for the specific event time so that (9) is enforced.

Similarly to [17], this control policy attains a strictly
positive lower bound on the inter-event times. This is proven
in the following theorem:

Theorem 1: Consider systeṁx = u with the control law
(6),(10) and assume thatG is connected. Then for any initial
condition inR

N the inter-event times{ti+1 − ti} implicitly
defined by the event rule (10) are lower bounded by a strictly
positive timeτ which is given by

τ =
σλ2 (G)

‖L‖ (‖L‖ + σλ2 (G))
Proof : Similarly to the proof of the main result in [17], we
compute the time derivative of||e||||δ|| :

d

dt

‖e‖

‖δ‖
= −

eT δ̇

‖e‖ ‖δ‖
−

δT δ̇

‖δ‖2

‖e‖

‖δ‖

≤
‖e‖

∥

∥

∥
δ̇
∥

∥

∥

‖e‖ ‖δ‖
+

∥

∥

∥
δ̇
∥

∥

∥

‖δ‖

‖e‖

‖δ‖
=

(

1 +
‖e‖

‖δ‖

)

∥

∥

∥
δ̇
∥

∥

∥

‖δ‖

≤

(

1 +
‖e‖

‖δ‖

)

‖L‖ (‖δ‖ + ‖e‖)

‖δ‖
= ‖L‖

(

1 +
‖e‖

‖δ‖

)2

Using the notationy =
‖e‖

‖δ‖
, we haveẏ ≤ ‖L‖ (1 + y)

2, so

that y satisfies the boundy(t) ≤ φ (t, φ0), whereφ (t, φ0) is
the solution of

φ̇ = ‖L‖ (1 + φ)
2
, φ (0, φ0) = φ0

Hence the inter-event times are bounded from below by the
time τ that satisfies

φ (τ, 0) = σ
λ2 (G)

‖L‖

We can easily see that

φ (τ, 0) =
τ ‖L‖

1 − τ ‖L‖

so that

τ =
σλ2 (G)

‖L‖ (‖L‖ + σλ2 (G))

and the proof is complete.♦



Using the extension of La Salle’s Invariance Principle for
hybrid systems [10], the following Corollary regarding the
convergence of the closed-loop system is now evident:

Corollary 2: Consider systeṁx = u with the control law
(6),(10) and assume thatG is connected. Then all agents
converge to their initial average, i.e.,limt→∞ xi(t) = a =
1

N

∑

i

xi(0) for all i ∈ N .

Proof : By virtue of Theorem 1, the closed-loop switched
system does not exhibit Zeno behavior. Moreover,V (δ) is
positive definite and continuous and its derivative is negative
definite in continuous evolution intervals. By Theorem IV.1
in [10], we have thatlimt→∞ δ(t) = 0, which is equivalent

to limt→∞ xi(t) = a =
1

N

∑

i

xi(0) for all i ∈ N . ♦

IV. D ECENTRALIZED APPROACH

The approach of the previous section was centralized,
in the sense that agents had to be aware of the global
measurement errore in order to enforce the constraint (9).
In this section, we formulate a decentralized version of the
problem. Each agent now updates its own control input at
event times it decides based on information from its adjacent
agents. The event times for each agenti ∈ N are denoted
by ti0, t

i
1, . . .. We will follow the structure described at the

end of Section II to define the functionsfi, i ∈ N according
to which the event times for agenti are defined.

The measurement error for agenti is defined as

ei(t) = xi(t
i
k) − xi(t), t ∈ [tik, tik+1) (11)

The control strategy for agenti is now given by:

ui(t) = −
∑

j∈Ni

(

xi(t
i
k) − xj(t

j
k′)

)

(12)

wherek′ ∆
= arg min

l∈N:ti
k
≥t

j

l

{

tik − t
j
l

}

. Hence, each agent takes

into account the last update value of each of its neighbors in
its control law. The control law fori is updated both at its
own event timesti0, t

i
1, . . ., as well as at the event times of

its neighborstj0, t
j
1, . . . , j ∈ Ni.

We then have

ẋi(t) = −
∑

j∈Ni

(

xi(t
i
k) − xj(t

j
k′)

)

=

= −
∑

j∈Ni

(xi(t) − xj(t)) −
∑

j∈Ni

(ei(t) − ej(t))

Using again the decompositionx(t) = a(t)1+δ(t), we have
ȧ = 0, so thatδ̇ = ẋ = −L(x + e) = −L(δ + e), as before.
ConsiderV = 1

2
‖δ‖2

= 1

2

∑

i

δ2
i . Then

V̇ = δT δ̇ = −δT L(δ + e) = −δT Lδ − δT Le

so that

V̇ ≤− λ2 (G) ‖δ‖2 − δT Le =

− λ2 (G)
∑

i

δ2
i −

∑

i

∑

j∈Ni

δi (ei − ej)

and thus,

V̇ ≤ −λ2 (G)
∑

i

δ2
i +

∑

i

∑

j∈Ni

|δi| |ei − ej |

≤ −λ2 (G)
∑

i



δ2
i −

∣

∣

∣

∣

δi

λ2 (G)

∣

∣

∣

∣

∑

j∈Ni

(|ei| + |ej |)





Enforcing the condition
∑

j∈Ni

(|ei| + |ej |) ≤ λ2 (G) σi |δi| (13)

we get

σiδ
2
i ≥

∣

∣

∣

∣

δi

λ2 (G)

∣

∣

∣

∣

∑

j∈Ni

(|ei| + |ej |)

so that

V̇ ≤ −λ2 (G)
∑

i

(

δ2
i − σiδ

2
i

)

= −λ2 (G)
∑

i

(1 − σi) δ2
i

which is negative semidefinite for0 < σi < 1.
Thus for eachi, an event is triggered when

fi (ei, {ej |j ∈ Ni}) = 0 (14)

where fi (ei, {ej |j ∈ Ni})
∆
=

∑

j∈Ni

(|ei(t)| + |ej(t)|) −

λ2 (G) σi |δi(t)|. The update rule (14) holds at
the event times tik corresponding to agent i:
fi

(

ei

(

tik
)

, {ej

(

tik
)

|j ∈ Ni}
)

= 0 with k = 0, 1, . . .

and i ∈ N . At an event timetik, we haveei(t
i
k) = xi(t

i
k) −

xi(t
i
k) = 0, and since

∑

j∈Ni

(|ei(t)| + |ej(t)|) ≥
∑

j∈Ni

|ej(t)|

for all t ≥ 0, the condition (13) is enforced.
Remark: Although (14) is verified by agenti only based

its own and neighboring agents’ information, it does require
some global information, in the sense that agents need to
know the values ofλ2(G) anda in order to check (14). We
note that this condition has been relaxed in our later work [3],
using a different event-triggered formulation. In particular, in
the condition derived in [3], each agent only needs to know
the sum of relative states and the number of its neighbors to
implement it. Hence knowledge of the aforementioned global
parameters is relaxed.

The following theorem regarding the inter-event times
holds in the decentralized case:

Theorem 3: Consider systemẋi = ui, i ∈ N =
{1, . . . , N} with the control (12) and update rule (14), and
assume thatG is connected. Then for any initial condition
and any timet ≥ 0 there exists at least one agentk ∈ N for
which the next inter-event interval is strictly positive.
Proof : We assume that (14) holds for alli ∈ N at timet. If
it doesn’t hold, then continuous evolution is possible since
at least one agent can still let its absolute measurement error
increase without resetting (11). Hence assume that att all
errors are reset to zero. We will show that there exists at least
onek ∈ N such that its next inter-event interval is bounded
from below by a certain timeτD > 0.



First note that the term
∑

j∈Ni

(ei(t) + ej(t)) is thei-th row

of the vector(∆ + A)e, where∆ is the degree matrix ofG
andA its adjacency matrix. We then have

∑

j∈Ni

(|ei(t)| + |ej(t)|)

‖δ‖
≤

‖∆ + A‖ ‖e‖

‖δ‖

for eachi ∈ N . Denotingk = arg max
i

|δi| the maximum

element of||δ||, we have
∑

j∈Nk

(|ek(t)| + |ej(t)|)

N |δk|
≤

‖∆ + A‖ ‖e‖

‖δ‖

so that
∑

j∈Nk

(|ek(t)| + |ej(t)|)

|δk|
≤ N

‖∆ + A‖ ‖e‖

‖δ‖

Using now the proof of Theorem 1 and (14), the next inter-
event interval of agentk is bounded from below by a time
τD that satisfies

N ‖∆ + A‖
τD ‖L‖

1 − τD ‖L‖
= σkλ2 (G)

so that

τD =
σkλ2 (G)

‖L‖ (N ‖∆ + A‖ + σkλ2 (G))

and the proof is complete.♦
Please note that the result of this Theorem is more conser-

vative than the centralized case, since it only guarantees that
there are no accumulation points and continuous evolution is
viable at all times instants. However, no lower bound similar
to the one of Theorem 1 is provided. In that sense, the result
on the decentralized case is rather preliminary and more work
will be devoted to providing a strictly positive inter-event
time of the overall switched system in the future.

On the other hand, the result of Theorem 3 guarantees that
the overall switched system does not exhibit Zeno behavior,
i.e., there are no infinite switches in finite time. Using now
La Salle’s Invariance Principle for Hybrid Systems [10], the
following convergence result is straightforward:

Corollary 4: Consider systeṁx = u with the control law
(12),(14) and assume thatG is connected. Then all agents
converge to their initial average, i.e.,limt→∞ xi(t) = a =
1

N

∑

i

xi(0) for all i ∈ N .

Proof : By virtue of Theorem 3, the closed-loop switched
system does not exhibit Zeno behavior. The rest of the proof
is identical to that of Corollary 2.♦

V. EXAMPLES

In this section we provide some computer simulated
examples to support our results. We consider a network
of four agents whose neighboring sets are given byN1 =
{2, 3},N2 = {1, 3},N3 = {1, 2, 4},N4 = {3}. We consider
both the centralized and the decentralized framework. Four
agents start from random initial conditions and evolve under
the control (6),(10) in the first case, and (12),(14) in the

second case. We haveλ2(G) = 1 and ||L|| = 4 in this
example, and have also setσ = 0.65 for the centralized, and
σ1 = σ2 = 0.55 and σ3 = σ4 = 0.65 for the decentralized
control example. Figure 1 shows the evolution of the norm
of ||x(t) − a1|| in both cases in time. The top solid line
shows the evolution of||x(t) − a1|| in the centralized and
the bottom dotted line in the decentralized case. It can be
seen that the system reaches the agents’ initial average as
t → ∞ in both frameworks.

Figure 2 shows the evolution of the error norm in the
centralized case. The solid line represents the evolution
of ||e(t)||. This stays below the specified state-dependent

threshold||e||max = σ
λ2 (G) ‖δ‖

‖L‖
which is represented by

the dotted line in the Figure. The existence of a minimum
inter-event time is clearly visible. We haveτ = 0.05 in this
example, which is an overestimation of the simulated bound,
which in this example can be computed to be0.2 ms.
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Fig. 1. Four agents evolve under (6),(10) in the centralizedcase, and the
control law (12),(14) in the decentralized case. We haveλ2(G) = 1, ||L|| =
4 and σ = 0.65,σ1 = σ2 = 0.55 and σ3 = σ4 = 0.65. Convergence to
the initial average is achieved in both cases.

The next two figures depict how condition (13) is realized
in the decentralized case for agents 2,4. The solid line in Fig-
ure 3 shows the evolution of the sum|e2(t)|+|e1(t)|+|e3(t)|.
This stays below the specified state-dependent threshold
given by (13)M2 = λ2(G)σ2|δ2| which is represented by
the dotted line in the Figure. The same holds for agent 4
as shown in Figure 4 where the solid line represents the
sum |e3(t)| + |e4(t)| which also stays below the specified
state-dependent threshold given by (13)M4 = λ2(G)σ4|δ4|,
represented by the dotted line in the Figure.

VI. SUMMARY AND FUTURE WORK

Cooperative control schemes of multi-agent systems under
event-triggered actuation update rules were proposed and
analyzed. We examined the stability of such schemes con-
sidering actuation updates are event-driven, depending on
the ratio of a certain measurement error with respect to the
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Fig. 2. Evolution of the error norm in the centralized case. The solid
line represents the evolution of the error norm||e(t)||, which stays below

the specified state-dependent threshold||e||max = σ
λ2 (G) ‖δ‖

‖L‖
which is

represented by the dotted line in the Figure.
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Fig. 3. Four agents are controlled by (12),(14) in the decentralized case.
Condition (13) is depicted in the this case for agent 2. The solid line shows
the evolution of the sum|e2(t)| + |e1(t)| + |e3(t)|. This stays below
the specified state-dependent threshold given by (13)M2 = λ2(G)σ2|δ2|
which is represented by the dotted line.

norm of the state. In the centralized case, we obtained a
strictly positive lower bound in the inter-event times, while
relevant, yet more conservative, results were obtained in the
decentralized case. Future research will focus on providing
rules that guarantee better bounds on the inter-event time
intervals in the decentralized case.
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