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Abstract— Event-driven strategies for distributed multi-agent  have to update its control law when when the control law of
systems are motivated by the future use of embedded micro- jts neighbors is updated.
processors with limited resources that will gather information The rest of this paper is organized as follows: Section I

and actuate the individual agent controller updates. The event- t back d and di th b
driven control actuation updates considered in this paper are P'ESENLS Some Necessary background and discusses the prob-

distributed, in the sense that agents require knowledge only of lem treated in the paper. In Section Il where we first review
the states of their neighbors for the controller implementation. the distributed event-triggered formulation of [16], amen

The proposed distributed strategy is compared with an earlier  the corresponding formulation of [17]. Section IV presents
approach. the novel distributed event-triggered control approadim&
examples comparing the three different designs are given in
|. INTRODUCTION Section V while Section VI includes a summary of the results

Decentralized control of networked multi-agent systems igf this paper and indicates further research directions.

an important research field due to its role in a number of ap- [I. PRELIMINARIES
plications, including multi-agent robotics [1]-[4], dittuted A. System Model

estimation [5], [6] and formation control [7]-[9] just to me ) i )
We considerN agents, withr; € R denoting the state of

a few.
Recent advances in communication technologies have fAgenti. Note that the results of the paper are extendable to

cilitated multi-agent control over communication netwark arbitrary dimensions. We assume that the agents’ dynamics
On the other hand, the need to increase the number of ageﬂp:,eys a single integrator model:

leads to a demand for reduced computational and bandwidth . ieN={1,...,N}, (1)
requirements per agent. In that respect, a future control )

design may equip each agent with a small embedded micryhereu; denotes the control input for each agent.
processor, which will collect information from neighbagin  Each agent is assigned a subsétc N of the rest of
nodes and trigger controller updates according to some.ruldh€ téam, called agenis communication sef, that includes
The control update scheduling can be done in a time-drivdR€ @gents with which it can communicate. The undirected
or an event-driven fashion. The first case involves the tradfommunication graph G = {V, E'} of the multi-agent team
tional approach of sampling at pre-specified time instance@onsists of a set of verticéls = {1,..., N'} indexed by the
usually separated by a specific period. Since our goal {§8m members, and a set of edgés,= {(i,j) € V x
allowing more agents into the system without increasing thé [¢ € N;} containing pairs of vertices that correspond to
computational cost, an event-driven approach seems mdigmmunicating agents.

suitable. Sto_ch_astic event-driven stra’Fe_gie_s have ap_neiar B. Background and Problem Statement

[10], [11]. Similar results on deterministic event-triggd
feedback control have appeared in [12]-[14]. A comparison
of time-driven and event-driven control for stochastic-sys wp = — Z (2 — ), 2)
tems favoring the latter can be found in [15]. JEN;

Motivated l:')y.th'e above d.'SCUSS'O”’ In previous quk [16]and the closed-loop equations of the nominal system (withou
[17] a deterministic event-triggered strategy was prodifie quantization) werei; — — 3 (w1 —;,), i € N, so that
a large class of cooperative control algorithms, namelgého ! P ’

that can be reduced to a first order agreement problem [18].
The distributed control design in [16], [17] enforced each
agent to update its control law whenever a certain errawherex = [z1,...,z x|’ is the stack vector of agents’ states
measurement threshold was violated, as well as when thed L is the Laplacian matrix of the communication graph.
control law of its neighbors was updated. In this paper wEor a review of the Laplacian matrix and its properties, see
review the previous control designs and compare it with the above references and [20]. For a connected graph, all
distributed event-triggered strategy where an agent does ragents’ states converge to a common agreement point which
coincides with the averagg > z;(0) of the initial states.

The agreement control laws in [19], [18] were given by

= —Lz,

The authors are with the Laboratory for Information and Deais Wi defi h b z | f lati ke i
Systems, Massachusetts Institute of Technology, Cambridde, U.S.A. e redefine the above control formulation to take into

{ddi mar, frazzoli @i t. edu}. account event-triggered strategies for the system (1). The



formulation of the distributed event-triggered strategis Denote byz(t) = %Z :(t) the average of the agents’
provided next. states. i

1) Distributed Event-triggered Multi-agent Control: We _ 1 1
assume that there is a separate sequence of events, ogcurrin = = N Z T =— Z Z (@i (t) — x;(t))

at timestf,t¥, ..., defined for each agent. A separate i i jEN:
distributed condition triggers the events for agént N. Z Z ei(t) — es(8) = 0
The decentralized control law fot is updated both at its ! i) =0,
i k 4k i i JEN:
own event timesg, t7, ..., as well as at the last event times
of its neighborst, #1,...,j € Ni. Thus it is of the form so thatz(t) = #(0) = — Zfﬂz( ) = 7, i.e., the average
. of the agents’ states remalns constant and equal to italiniti
up(t) = ug | 17, U t]/(t) ) (3)  value.
JENK Denote nowLz = z = [z, ..., zy]T and consider
wherei’(t) = arg min {t - t{} V= leLx
leN:t>t] 2 ’

A different formulation of the distributed event-triggdre Then
control law relaxes the need for the agents to update their
control laws at the event updates of their neighbors. Such a V =27 Li = —a"L(Lz + Le) = 272 — 2" Le.

control has the general form From the definition of the Laplacian matrix we get

uk(t) = ui(tF) (4) Vo _ Zz Y ae—e

where each agent uses the values of its own state and the i jEN;

states of its neighbors to update its control law at its own - Zz _ Z |N;|zie; + Z Z ziej.
event times. This formulation will be used in the strategy of T jeN:
Section IV.

2
The decentralized cooperative control problem can beSing now the inequalityzy| < 5z + 2547 fora > 0, we
stated as follows: “derive control laws of either the formcan boundi” as

(3) or (4, and event timeg, 5. ..., for eaqh agent € V< — sz + Za|Ni|Zi2
that drive system (1) to an agreement point.”

Il. REVIEW OF PREVIOUS APPROACHES Z —[Nife? + > Z
The distributed event-triggered formulations of [16], J17 i JEN;
is reviewed in this section. wherea > 0.

Since the graph is symmetric, by interchanging the indices

A. Review of Event-Triggered Control Design in [17] of the last term we get

The measurement error for agenis defined as

eilt) = zi(th) — mi(t), telthti,). () IDIELED IO I ‘Z SINiles

i jEN; i jEN;

The decentralized control strategy for agérg now given gqg that

by: 1
; i y 2 2
wi(t) == 37 (wlth) = 25t ) ®) V<= (L=alNil)z? + 3 —INifel.
JEN; ’ . i
where N | Assume that satisfies :
E'(t) = arg min {t—tj}.
(t) gleNtw 1 0<a<w| (7
Hence, each agent takes into account the last update valudafall ; € A/. Then, enforcing the condition
each of its neighbors in its control law. The control law for aia(1 — a|Ni|)
2 i

i is updated both at its own event t|mt.%,st ..., as well as e; < TZ“ (8)
at the event times of its neighbot$.¢],...,5 € N,. ‘

We then have we get Z N2

Vv < - 11 —alN;
SOEEDY ( —;(t)) =
JEN: which is negative definite fod < o; < 1.
== ) (@ilt) —z(1) = D (eilt) — e;(t)). Thus for each, an event is triggered when
JEN; JEN;

5 oa(l —alN;|)

e = —————"227 9)
| V|



where z; =

> (wi—

: JEN; .
summarized in the following:

Theorem 1. Consider the systeni = u with the control

law (6), (9) and assume that the communication gr&pis
connected. Suppose that< a < - and0 < o; < 1 for

k Ni| :
all i € N. Then the states of a\l agents converge to thelind since S (|e;(t)] + le;(0)]) = 3 e (t)] for all

initial average, i.e.)imy_.. z;(t) =z = % > 2;(0) for all
i€N. '
B. Review of Event-Triggered Control Design in [16]

The same control design but a different event-triggere
formulation was proposed in [16] and is reviewed in th

following paragraphs.

We use the decomposition(t) = Z(t)1 4 §(t), where, as

shown previously, we havé(t) = 0 and where) is called

x;). The main result of [17] is

Thus for eachi, an event in this formulation is triggered
when

Z (leil + lej]) = A2 (G) i [6i] (12)

JEN;
At an event timet, we havee; (t}) = z;(t}) — z;(t}) = 0,
t >0,

JEN; . JEN;
the condition (11) is enforced.

The main result of [16] is summarized in the following:
Theorem 2: Consider the systeni = u with the control
|3W (6), (12) and assume that the communication gr&ph
IS connected. Suppose that o; < 1 for all ¢ € N. Then

%he states of all agents converge to their initial average, i

limy oo 2(t) = Z = + > 2;(0) for all i € NV.
The main drawback of this approach is that knowledge of

the disagreement vector in [18] andis the vector of ones. the initial average of the states is required by the agents in

We now have
i=0=—L(x+e)=—L(Z1+0+e)

so that

b=—L(5+e) (10)

For an undirected graph, an important property pfoven in
[18] is 6TLé > Ay (G) ||])° for all § satisfyingz = 71 4 6.

The difference with respect to the design in [17] is the us

. V=gl =530
2 2 - !
as a candidate Lyapunov function. Then
V=06"0=—-6TL(6+e)=—6TL5— 0" Le
so that
V <—2(G)|8]* - 6" Le =

42(@)253722&(617%)

i jEN;
and thus,
V<—2@) 6+Y > [6ille —¢l
i i JEN;

Enforcing the condition

> (el +legl)

JEN;

> (leil + lejl) < A2 (G) o 164] (11)
JEN;
we get
5.
oi53>' S (el + Jes))
A2 (G) JEN;,
so that

V S —)\2 (G) Z (512 — O'L(S?) = —>\2 (G) Z (1 — O'i) 572

i %

which is negative semidefinite far < o; < 1.

order to implement the control strategy. In contract, the fo
mulation of [17] present previously relaxes this assunmptio
In particular, no knowledge of the initial average is reqdir

IV. NOVEL DISTRIBUTED EVENT-TRIGGEREDSTRATEGY

In this section, we propose a control law of the form (4) for
each agent. In particular, the decentralized control eggsat
1éor agenti is now given by:

wilt) = — 3 (wiltd) — 25(61)),

JEN;

(13)

and thus each agent updates its control law only at its own
error update times. We then have

gi(t) ==Y (wlth) —z;()) =

JEN;
== ) (@ilt) —z(0) = D elt)+ > eij(t)
JEN; JEN; JEN;

where we use the notation
eij(t) = x;(t},) — x;(t),t € [th,thi1)-

Note that initial average is not invariant in this case, dndt
agents may reach a different agreement point.
Using now

1
V= ixTLx

as a candidate Lyapunov function we get

V:szffZZZi(ei*Bij)

it JEN;

= —ZZ? — Z'Nilziei +Z Z Zi€4j-

i jEN;

The derivative oflV is now bounded as follows:

V<=2 +> INilzlle
7 7
+ Z Z |zi|leis s

i JEN;



Enforcing the condition 35X 10

> (el + leis]) < o4zl (14) :

VSZ(I—J,;)Z?

we get

which is negative semidefinite far < o; < 1.
Thus for each, an event in this formulation is triggered

when

> (el + leij) = o3 |zl (15)

JEN; Control Strategy (6),(9)
At an event timefi, we havee, (t}) = z;(t}) — xi(th) = 0, 0035
and since > (le;(t)| + |ei; (1)) = > |ei;(t)| for all ¢ > 003}

JEN; JEN; \
0, the condition (14) is enforced. 00257y _IeSOIFlIeAOl
Following the proofs of Theorems 1 and 2, the following 002k &

is easily derived:

Theorem 3: Consider the systent = u with the control
law (13), (15) and assume that the communication gr@ph ooty
is connected. Suppose that< o; < 1 for all i € . Then 0.008
the states of all agents converge to an agreement point.

Note that the agreement point is not guaranteed to be ti

initial average in this case. Control Strategy (6),(12)
0.06

0.015
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V. EXAMPLES

The results of the previous sections are illustrated thnoug
computer simulations. In the following paragraphs, we con
sider all three distributed event-triggered algorithme-pr
sented previously and compare the derived results.

Consider a network of four agents whose Laplacian matri
is given by

—lle40lI+lle43()l
—

1 -1 0 0
-1 3 -1 -1
o -1 2 -1
o -1 -1 2

The four agents start from the same initial conditions ansati?ét el~ies Four agents evolve under the three distributed ewiggered
evolve under the control laws (6),(12),(13) respectivélie gies.
have setry = 05 = 0.55, 03 = 04 = 0.75 anda = 0.2 for

the examples of the paper. _ As can be seen in the figure, the first approach that
~ The next simulations depicts how the framework is realyses |ess information has a slightly slower convergenee rat
ized in each of the three cases for agent 4. In particular, theye third approach seems to have less updates and a faster

solid Iir_1e in the top plot of.Figure 1 shows the evolution ‘?fconvergence rate, however, the property of convergingdo th
le4(t)| in the case of the first control strategy (6),(9). Thispitial average is lost in this case.
stays below the specified state-dependent threshold given

by (9) les|max = ,/MML which is represented

—==Tr . . L |
15 20 25 30 35 40 45 50

o
3
=
o

L =

Control Strategy (13),(15)

VI. CONCLUSIONS
[ N4l

by the dotted line in the plot. In the middle plot, the Distributed event-triggered control strategies for a mult
solid line shows the evolution ofes(¢)| + |es(t)| in the —@gentsystem with single integrator agents were reviewdd an
case of the second control strategy (6),(12). This alscsstaproposed. Future work will involve extending the proposed
below the specified state-dependent threshold given by (12pProach to more general dynamic models, as well as finding
M, = Xo(G)o4|04], represented by the dotted line in theSufficient conditions for a strict lower bound on the inter-
Figure. Finally, the solid line in the bottom plot of Figure 1€Xecution times of all agents in the decentralized case.
shows the evolution ofes(t)| + |eas(t)] in the case of the

third control strategy (13),(15), which also stays below th . . -
[1] L. Consolini, F. Morbidi, D. Prattichizzo, and M. Toscie Leader-

specified threslh()lq given by (13)/, = 04‘Z4|v represented follower formation control of nonholonomic mobile robots wittput
by the dotted line in the plot. constraints.Automatica, 44(5):1343-1349, 2008.
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