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Abstract: This paper deals with the consensus problem under network induced communication delays.
It is well-known that introducing a delay generally leads to a reduce of the performance or to instability.
Thus, investigating the impact of time-delays in the consensus problem is an important issue. Another
important issue is to obtain an estimate of the convergence rate, which is not straightforward when
delays appear in the network. In this paper, the agents are modelled as double integrator systems. It is
assumed that each agent receives instantaneously its own output information but receives the information
from its neighbors after a constant delay. A stability criterion is provided based on Lyapunov-Krasovskii
techniques and is expressed in terms of LMI. An expression of the consensus equilibrium which depends
on the delay and on the initial conditions taken in an interval is derived. The results are supported through
several simulations for different network symmetric communication schemes.

1. INTRODUCTION

Distributed algorithms for cooperative control of multi-agent
systems is a field that has gained increasing attention in the last
few years, due to its applications in multi-robot systems Olfati-
Saber and Murray [2004], averaging in communication net-
works Xiao and Boyd [2003] and formation control Dimarog-
onas and Kyriakopoulos [2008]. Several results have appeared
in recent literature that consider systems with different motion
models, symmetry of communication and network interactions.
A recent review of the vast literature in the field can be found
in Olfati-Saber and Murray [2004].

In this paper, a particular case of the consensus problem is
treated, in which the information exchange between the com-
municating agents has inherit time-delays. In particular, each
agent is assumed to have access to the information of its own
state with no delays, but can only consider delayed information
of the states of its neighbors. The delays of the proposed con-
troller model various phenomena of networked systems such
as transmission delays on the transfer of data between each
agent and its neighbors, packet losses in wireless communica-
tion networks and inaccurate sensor measurements. Moreover,
delays can result from sampling. As shown in Fridman et al.
[2004], a sampled signal can be seen as a delayed signal with a
particular delay τ(t) = t− tk, which is discontinuous and whose
derivative is equal to 1 almost every time. As it is not clear that
all the agents have synchronized clocks, the assumption that
these sampling delays are known is not satisfied in a general
case.

In contrast to our previous work Seuret et al. [2008], where
we considered the simple case of single integrator agents, the
agents are assumed to obey a double integrator model. This
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model fits the behavior of real robotic agents more naturally,
since such mechanical systems are controlled in most cases
through their acceleration and not their velocity. Moreover,
several robotic systems can be reduced to a double integrator
via a transformation in their control law. In this paper, we
provide stability conditions for consensus of multiple double
integrator agents using Lyapunov-Krasovskii techniques which
are given in terms of LMI. The communication topology is
asymmetric and the symmetric case is treated as a special case
of the main theory. Note that the case of single integrator agents
with time delays was also treated in Moreau [2004], Moreau
[2005],Olfati-Saber et al. [2007].

The rest of the paper is organized as follows: Section II includes
the necessary background on consensus and time-delay systems
and presents the problem treated in this paper. The stability
analysis of the closed-loop system is given in Section III which
includes both the cases of asymmetric and symmetric commu-
nication topologies. Section IV includes illustrating simulation
examples while Section V summarizes the results of the paper
and indicates current research efforts.

2. PROBLEM STATEMENT

We first review the original non delayed consensus problem
for N ∈ N agents with fixed but non necessarily symmetric
communication links. The open-loop dynamics are given by:

ẍi(t) = ui(t), i ∈ {1, . . . ,N}. (1)

The consensus control law with no time delays is given by
ui(t) =−ẋi(t)+ ∑

j∈Ni

ai j(x j(t)− xi(t)), i ∈ {1, . . . ,N}. (2)

where Ni represents the set of agents which are connected to
agent i and is called agent i’s communication set. The gains
ai j are positive scalar. Note that the communication is not
necessarily symmetric, which means ai j 6= a ji.



The closed-loop system is written in stack vector form as

ẍ =−ẋ−Lx (3)

where x = [x1, . . . ,xN ]T is the stack vector of all agents’ states
and L is the Laplacian matrix Godsil and Royle [2001] of the
communication graph G of the network, which is defined based
on the communication sets Ni.

A brief background on the construction of the Laplacian matrix
is given in the sequel. For the graph G with N vertices and
edge set given by E = {(i, j) : j ∈ Ni} the adjacency matrix
A = A(G) = (ai j) is the N × N matrix given by ai j = 1, if
(i, j) ∈ E and ai j = 0, otherwise. If there is an edge connecting
two vertices i, j, i.e. (i, j) ∈ E, then i, j are called adjacent. If
there is a path between any two vertices of the graph G, then G
is called strongly connected in the case of directed, and simply
connected in the case of undirected graphs. The degree di of
vertex i is defined as the number of its neighboring vertices, i.e.
di = # j : (i, j) ∈ E. Let ∆ be the N×N diagonal matrix of di’s.
The Laplacian of G is the matrix L = ∆−A. For an undirected
graph the Laplacian matrix is symmetric positive semidefinite.
When the directed graph is strongly connected, the Laplacian
has a single zero eigenvalue and the corresponding eigenvec-
tor is the vector of ones,

−→
1 . This result was established in

Olfati-Saber et al. [2007]. For the case of undirected graphs,
a necessary and sufficient condition for zero to be a simple
eigenvalue of the Laplacian matrix, is that the undirected graph
is connected.

In this paper, the following problem in considered. Each agent
i has access to the value of xi through embedded sensors. Thus
the state xi is available to agent i at every time t without
any delay. However, the data coming from the other agents
j ∈Ni are received by agent i after a time-delay caused by the
various reasons given in the introduction. Consider further as an
approximation that all the communication delays are constant
and equal to τ which can be perceived as an average delay. The
control law for agent i is then given by:

ẍi(t) =−ẋi(t)+ ∑
j∈Ni

ai j(x j(t− τ)− xi(t)) i ∈ {1, . . . ,N},
(4)

Remark 1. The convergence of the rendezvous algorithm with
‘heterogenous’ delays (i.e. in (4) the delay is τi j instead of τ)
has already been studied in Munz et al. [2008]. However the
analysis of the agreement point has not been characterized.

Considering x(t) = [x1(t), ..,xN(t)]T , the closed-loop system is
given by:

ẍ(t) =−ẋ(t)−∆x(t)+Ax(t− τ), (5)

where A is the adjacency matrix of the communication graph
and ∆ is the diagonal matrix of the di’s.

3. STABILITY OF CONSENSUS UNDER
COMMUNICATION DELAY USING LKF’S

This section focuses on the convergence of the consensus for
problem (5). A new approach to the stability of the consensus
under communication delay is provided in this section. An ex-
pression of the consensus equilibrium is given. More especially,
this expression shows the influence of the initial conditions and
the delay value on the consensus set.

3.1 Definition of an appropriate model

Knowing that the vector
−→
1 is an eigenvector associated to the

eigenvalue 0 of the Laplacian matrix, it is possible to find a
change of coordinates x = Wz such that

U(−∆+A)W =
[

B 0
0T 0

]
, (6)

where, in the case of strongly connected graphs, U =
[

UT
1 UT

2
]T

= W−1 and U2 = (U)N . In the case of a symmetric matrix A,
B ∈ R(N−1)×(N−1) can be the diagonal matrix of the eigenval-
ues λ2, . . . ,λN of the Laplacian. If L represents a disconnected
graph, the dimension of the vectors z1 and z2 changes. In the
sequel, the communication graph is assumed to be strongly con-
nected. The next lemma shows an appropriate way to rewrite (5)
based on the properties of L.
Lemma 1. Assume that there exists µ > 0 such that ∆ = µI.
The consensus problem (5) can be rewritten using z1 ∈ RN−1,
z2 ∈ R and the matrix B is given in (6):

z̈1(t) =−ż1(t)−µz1(t)+(B+ µI)z1(t− τ), (7a)
z̈2(t) =−ż2(t)−µz2(t)+ µz2(t− τ), (7b)

Proof. ¿From equation (6), equation (5) can be rewritten using
the Leibnitz formula as

z̈1(t) =−ż1(t)+Bz1(t)−A′1
∫ t

t−τ
ż(s)ds,

z̈2(t) =−ż2(t)+A′2
∫ t

t−τ
ż(s)ds.

(8)

where
[
A′T1 A′T2

]T = UAW and A′2 = (UAW )N . The system
is split into two equations where z1 contains the N − 1 first
components of z and z2 is equal to the last component of
z. Noting that UAW = U(−∆ + A)W + U∆W and using the
assumption on ∆ = µI, (6) leads to[

A′1
A′2

]
= U(−µI +A)W + µI =

[
B+ µI 0

0T µ

]
.

Noting that
∫ t

t−τ żi(s)ds = zi(t)− zi(t − τ), system (8) can be
rewritten as (7).

The consensus problem is now expressed in an appropriate form
to perform stability criteria. Note that the variable z2 is defined
by z2(t) = U2x(t). In the case of a symmetric network, the
matrix W is an orthogonal matrix which means U = W T . Then
if the last column of W is α

−→
1 , then U2 = 1/(αN)

−→
1 , which

means that z2 corresponds to the average of the position of
all agents. This does not hold for asymmetric communication
network. In the case of disconnected graph, the same lemma
holds but the dimension of z2 increases. In the sequel, the
communication graph is assumed strongly connected.
Lemma 2. Assume that there exists µ > 0 such that ∆ = µI. The
system defined in (7b) is stable for any delay τ and converges
to

z2eq = lim
s→0

s
(s+1)z2(0)+ ż2(0)+ µ

∫ 0
−τ z2(u)e−(u+τ)sds

s2 + s+ µ(1− e−τs)
(9)

Proof. The analysis is based on a frequency approach. The
Laplace transform of system (7b) is

s2Z2(s) = sz2(0)+ ż2(0)− sZ2(s)+ z2(0)−µZ2(s)

+µe−τsZ2(s)+ µ
∫ 0

−τ
z2(u)e−(u+τ)sdu.



Thus we have

Z2(s) =
(s+1)z2(0)+ ż2(0)+ µ

∫ 0
−τ z2(u)e−(u+τ)sds

s2 + s+ µ(1− e−τs)

The stability of the equation in z2 is analyzed with a pseudo-
direct method to time delay systems (see paragraph 2.2.2 in
Gu et al. [2003]. Consider the characteristic quasi polynomial
a(s,e−τs) = s2 + s + µ(1− e−τs), which allows analyzing the
stability of the system in z2. We first notice that the system is
stable at τ = 0. Consider now the bilinear transformation:

z =
1−T s
1+T s

, T > 0

Consider the polynomial:

C(T,s) = (1+T s)(s2 + s+ µ(1− (1−T s)/(1+T s))
¿From Gu et al. [2003], if the roots of the polynomial C(T,s)
for all T > 0 and those of a(s,−1) are on the left-hand side of
the complex plane, then the original time-delay system is stable.
Note that

C(T,s) = s(T s2 +(1+T )s+1+2µT )
has one zero pole and the others lie in the left-hand side of the
complex plane (since all the terms are positive). This means that
the roots of C are stable. Noting that the roots of a(s,−1) = s2 +
s + 2µ are also stable, the system (7b) is stable and the final
equilibrium of z2 is given by the theorem of the final value
which leads to (9).

3.2 Stability of the consensus problem with communication
delay

Consider the consensus problem with communication delay
(5) rewritten in the form of (7). Provided that the graph is
strongly connected, the consensus problem (5) can be rewritten
as (7). Regarding the stability of z1, consider the state-space
representation:

˙̄z1(t) = C0z̄1(t)+C1z̄1(t− τ)

where z̄1(t) =
[

zT
1 (t)

żT
1 (t)

]
and C0 =

[
0 I
−µI −I

]
and C1 =

[
0 0

B+ µI 0

]
.

The following theorem ensures the stability of such a system:
Theorem 1. Consider any Laplacian matrix L = µI−A which
represents a strongly connected graph. Consider the associated
consensus problem (5) with a constant delay τ . If there exist
positive definite matrices P, S and R in Rn×n, and a matrix
Y ∈ Rn×n such that the following LMIs are satisfied:

Ψ(µ,B) = MT
2 PM1 +MT

1 PM2 +MT
2 SM2−MT

3 SM3
+τMT

1 RM1−MT
4 RM4/τ < 0,

(10)

where
M1 = [C0 C1] , M2 = [I 0] , M3 = [0 I] , M4 = [I − I]

Then (5) converges asymptotically to the equilibrium given by
xeq = U2x(0)

−→
1 .

Proof. Consider the initial consensus problem (5) under a
symmetric or non-symmetric communication network inducing
a constant delay τ . There exists a change of coordinates z =
Wx (W is an orthogonal matrix in the symmetric case or a
non singular matrix in the non symmetric case) such that the
problem can be rewritten as (7). The first part of the proof
consists in ensuring the stability of the reduced-order variable
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Fig. 1. Protocole to ensure that the agents reach the average of
the initial position

z1. To do so, consider the stability analysis of system (7a) with
the following LKF

V (z1) = z̄T
1 (t)Pz̄1(t)+

∫ t

t−τ
z̄T

1 (s)Sz̄1(s)ds

+
∫ 0

−τ

∫ t

t+θ
˙̄zT
1 (s)R ˙̄z1(s)dsdθ ,

(11)

Using the matrices Mi with i = 1,2,3, the time-derivative of the
functional along the trajectories of (14) is expressed as follows:

V̇ (z1) = ξ T (t)[2MT
2 PM1 +MT

2 SM2−MT
3 SM3

+τMT
1 RM1]ξ (t)−

∫ t

t−τ
˙̄zT
1 (s)R ˙̄z1(s)ds

(12)

The Jensen inequality gives a suitable bound for the last term
of (12):

−
∫ t

t−τ
˙̄zT
1 (s)R ˙̄z1(s)ds≤−

∫ t

t−τ
˙̄zT
1 (s)ds(R/τ)

∫ t

t−τ
˙̄z1(s)ds

≤−ξ T (t)MT
4 (R/τ)M4ξ (t)

V̇ can thus be bounded by V̇ (z1) ≤ ξ T (t)Ψ(µ ,B)ξ (t). Then if
Ψ is a negative definite matrix, the derivative of the Lyapunov-
Krasovskii functional is also negative definite. Then system
(7a) is asymptotically stable.

Note that Theorem 1 is delay dependent. This means that the
stability conditions depend on the value of the delay. This
allows analyzing the stability of systems which are stable for
“small” delays but become unstable for larger delays. In time-
delay theory, this functional ensures that if the conditions from
Theorem 1 hold for a particular τ , then the system is stable for
all constant delays which belong to [0, τ].

3.3 Discussion on the effect of the initial conditions

¿From Theorem 1, it can be seen that the initial conditions
have a strong effect on the equilibrium state. The following
corollaries consider special setups which affect the averaging
properties of the consensus:
Corollary 1. Assume that the initial conditions are: x(θ) =
0, ∀θ ∈ [−τ,0[ x(θ) = x0 at time 0. The initial condition on
the velocity is ẋ(θ) = ẋ0. Then the equilibrium is xeq =U2(x0 +
ẋ0)/(1+ µτ)

−→
1 .

Corollary 2. Assume that the initial conditions are: x(θ) =
x0, ∀θ ∈ [−τ,0] and ẋ(0) = 0. Then the equilibrium is xeq =
U2x0

−→
1 .

Proof. The result is straightforwardly given by the equation
given in Theorem 1. In the two corollaries, the integrals are
computed as

∫ 0
−τ x(u)e−(u+τ)sds = 0 and µx(0)(1− e−τs)/s

respectively. The expressions of the equilibria in each corollary
are given by the limit when s goes to zero.



Corollaries 1 and 2 can be interpreted using Figure 1. The dif-
ference between the two behaviors can also be seen in the exam-
ples’ section. These two corollaries allow for understanding the
influence of two different specifications of the initial conditions.
More specifically, these cases have a practical implication and
allow for considering a simple setup to implement the multi-
agent system to conserve the averaging properties. Corollary 1
deals with the case when the distributed control is computed
at time t = 0. However because of the delay, no information is
available to the controller until the time t = τ . This means that
between t = 0 and t = τ the system is running in open-loop. At
the time instant t = τ , all the required information to implement
the distributed control is available.

This means that, at time t = −τ , all agents have to wait (i.e.
to be still and ẋ(t) = 0) until they receive data from their
neighbors. At time t = 0, the control using non zero initial
conditions in [−τ, 0] is implemented. The initial condition
did not change the final equilibrium of the consensus problem
compared to the non delayed case. It finally appears that the
stability of the multi-agent system is not affected by the delay.
However this does not mean that the performances are not
modified. The next section is dedicated to the evolution of the
convergence rate with respect to the delay.
Remark 2. The two cases described above only cope with two
simple and understandable cases of initial conditions. Other
particular setups for the initial conditions can also be consid-
ered.

4. CONVERGENCE RATE

This section focuses on the evolution of the convergence rate
with respect to the delay using a time-domain approach. The
initial conditions are chosen to satisfy Corollary 2 since they
preserve the averaging property of the consensus. Moreover this
choice of initial conditions does not add additional dynamics
since the variable z2 is constant during the simulation. This
section focuses on the behavior of the complementary variables.
More specifically, the objective is to estimate the exponential
convergence rate of the agents to reach a consensus. Consider
the definition of exponential stability:
Definition 1. Mondié and Kharitonov [2005] System (7a) is
exponentially stable with a decay rate δ > 0 if there exists a gain
γ ≥ 1 such that the solution z1(t, t0,φ) of (7a), starting at time
t0 from any initial condition φ ∈ C 1, satisfies |z1(t, t0,φ)| <
γ|φ |τ e−δ (t−t0).

Few papers examine the convergence rate of such systems
Liu [October 2003], Mondié and Kharitonov [2005], Xu et al.
[2006]. In this paper, we focus on the tools developed in Seuret
et al. [2004], Xu et al. [2006] to introduce exponential stability
criteria and in Fridman and Shaked [2002] to consider one
of the less conservative lemmas for the stability of time-delay
systems. This section introduces an extension of previous works
about the convergence rate of a consensus to the case of double
integrator agents.
Theorem 2. Consider the consensus problem defined in (5)
with a constant delay τ . If for a given positive scalar δ > 0,
there exist positive definite matrices P, S and R in Rn×n, and a
matrix Y ∈ Rn×n such that the following LMIs are satisfied:

Ψδ (µ ,B) = MT
2 PM5 +MT

5 PM2 +MT
2 SM2−MT

3 SM3
+τMT

5 RM5−MT
4 RM4/τ < 0,

(13)

where M5 =
[
C0 +δ I eδτC1

]
. Then (5) converges exponen-

tially with decay rate δ to the equilibrium given by xeq =
U2x(0)

−→
1 .

Proof. Consider the initial consensus problem (5) under a
symmetric or non-symmetric communication network inducing
a constant delay τ . There exists a change of coordinates z = Wx
such that the problem can be rewritten as (7). The proof consists
first in ensuring the exponential stability of the reduced-order
variable z1. Exponential stability is analyzed via the change
of variables z̄1δ = eδ t z̄1(t) as in Seuret et al. [2004], Xu et al.
[2006]. Then, in the case of constant delay, (7a) becomes:

˙̄z1δ (t) = (C0 +δ I)z̄1δ (t)+ eδτ(B+ µI)z̄1δ (t− τ)
= M5ζ (t)

(14)

where ζ (t) = [z̄T
1δ (t) z̄T

1δ (t − τ)]T . It follows that if z̄1δ con-
verges asymptotically to the solution z1δ = 0, then z1 expo-
nentially converges to z1 = 0 with the decay rate δ . Note that
system (14) is still a linear system with constant delay but the
matrix gains have changed. To analyze the stability of (14),
consider the following LKF:

Vδ (z1δ ) = z̄T
1δ (t)Pz̄1δ (t)+

∫ t

t−τ
z̄T

1δ (s)Sz̄1δ (s)ds

+
∫ 0

−τ

∫ t

t+θ
˙̄zT
1δ (s)R ˙̄z1δ (s)dsdθ ,

(15)

The end of the proof is similar to the one of Theorem 1.
V̇δ can be bounded by V̇δ (z1δ ) ≤ ζ T (t)Ψδ (µ ,B)ζ (t). Then if
Ψδ is a negative definite matrix, the derivative of the LKF is
also definite negative. System (14) is asymptotically stable and
thus, (7a) is exponentially stable with the decay rate δ . Finally
according to Lemma 2 and the change of coordinates defined
by W and U , the equilibrium is given by Theorem 2.

Theorem 2 is also delay-dependent. Based on Theorem 2, it
is thus possible to maximize the decay rate δ with respect
to the value of τ . However it does not allow for deriving an
analytic expression of the relation between τ and δ . Note that
the stability conditions do not depend on the choice of W . It is
only required that B belongs to R(N−1)×(N−1).
Remark 3. Note that assuming δ = 0 in Theorem 2 we obtain
the same conditions as in Theorem 1. This means that the
conditions from Theorem 2 can also be used to ensure the
asymptotic stability of the multi-agent system.
Remark 4. In the case of time-varying delays in the communi-
cation network, system (14) will be defined with time-varying
matrices. To overcome this difficulty, the reader can refer to
Seuret et al. [2004].

In Olfati-Saber et al. [2007], it was noted that the consensus
problem (4) does not preserve the average consensus. Instead
of Moreau [2004] and Moreau [2005], the effect that initial
conditions and delays have in the resulting consensus equilib-
rium is explicitly shown. In this article we extended the result
which was provided in Seuret et al. [2008] to the case of double
integrator agents. In this case, it is clear that the consensus
equilibria will also depend on the initial velocity of the agents.

5. EXAMPLES

Consider four agents with the initial positions x(0)= [0 5 15 20]T

and two cases of initial velocities ẋ(0) = [1 −1 5 −5]T (cor-
responding to Corollary 1) and ẋ(0) = [0 0 0 0]T (Corollary
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Fig. 2. Corresponding graphs of the matrices Ai for i = 0, . . . ,3.
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Fig. 3. Convergence rate δ of the consensus algorithms with Ai,
for i = 0, . . . ,3 with respect to the delay τ .

2). Our first objective is to study the convergence rate for
four different communication networks and delays. The second
objective consists in giving the value of the consensus. The
networks are defined with µ = 1 and

A0 =




0 0.5 0 0.5
0.5 0 0.5 0
0 0.5 0 0.5

0.5 0 0.5 0


 , A1 =




0 1 0 0
0.5 0 0 0.5
0 0.5 0 0.5
0 0.5 0.5 0


 ,

A2 =




0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0


 , A3 =




0 1/3 1/3 1/3
1/3 0 1/3 1/3
1/3 1/3 0 1/3
1/3 1/3 1/3 0


 .

The graphs corresponding to these matrices are given in Figure
2. Note that A0 and A3 are symmetric contrary to A1 and A2. For
each graph, the evolution of the convergence rate with respect
to the delay is provided in Figure 3.

The performances of the consensus algorithms are very differ-
ent depending on the communication graph between agents.
We would first expect that the performances of the multi-agent
systems would be the same for symmetric (and respectively
asymmetric) graphs. However the conditions of Theorem 1 for
the complete graph A3 and the asymmetric graph corresponding
to A1 can be solved for any delay. Regarding the symmetric
graph corresponding to A0, the conditions are only satisfied if
τ ≤ 1.41. Finally, the consensus algorithm with A2 is not stable
all. This can also be seen by checking the matrix C0 +C1 which
has two eigenvalues on the imaginary axis.

In Seuret et al. [2008], it is shown that a consensus algorithm
with single integrator systems, is always stable for any symmet-
ric graph and for any delay. In the case of algorithmes based on
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Fig. 4. Simulations of the consensus algorithm with A0.
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Fig. 5. Simulations of the consensus algorithm with A1.

double integrator systems, such general stability conditions can
not be provided.

Figures 4, 5 and 6 show the evolution of the four agents for
all the networks. The three upper plots correspond to initial
conditions following Corollary 1 and with τ = 0.5, 1 and 2.
The fourth plot shows the multi-agent system state with initial
conditions satisfying Corollary 2 and τ = 1. In all figures, it can
be seen that the usual oscillating behavior of time-delay system
appears when the delay is larger. Regarding the case of A1, no
consensus is achieved for τ = 2 and the agents are diverging.
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Fig. 6. Simulations of the consensus algorithm with A3.

For the three first plots of each figure, the agents are open-
loop controlled, i.e., they are only driven by the diagonal
terms during the interval [0, τ]. As soon as the agents are
controlled in closed-loop, i.e., the delayed terms act on the
dynamics, the agents can reach a consensus corrupted by the
first phase in open-loop. The computation of the consensus
equilibrium, using the expression in Theorem 1, for the graphs
corresponding to A0 and A3 leads to 6.66, 5, 3.33 and 10
(corresponding respectively to Cor. 1 with τ = 0.5, 1, 2 and
Cor. 2 with τ = 1). Concerning A1, the consensus equilibria are
5.64, 4.23, 2.82 and 9.33.

6. CONCLUSION

The effect of time-delays in the consensus problem for dou-
ble integrator agents was studied. The derived result shows
that consensus is achieved but its value is strongly depen-
dent both on the value of the delay and on the initial con-
ditions. This time-delay approach allows considering sim-
ple symmetric/asymmetric connected/disconnected communi-
cation networks. Further research involves consideration of dif-
ferent time-varying delays.
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