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Lower Complexity Bound (Lipschitz Gradient) 

 Consider a class               of convex functions that are 

 Continuously differentiable 

 Lipschitz continuous gradient with Lipschitz constant  L > 0 

 Use iterative first-order method   

 Goal: find a function                     that is “bad” for all                                                 
(lower bound on convergence rate)                   
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Lower Complexity Bound (Lipschitz Gradient) 

 Let L > 0. Consider the family of quadratic functions 
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Lower Complexity Bound (Lipschitz Gradient) 
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Lower Complexity Bound (Strongly Convex + Lipschitz Gradient) 

 Consider a class               of functions that belong to              and are strongly 
convex with convexity parameter 

 Let                    .  Consider  
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Lower Complexity Bound (Strongly Convex + Lipschitz Gradient) 
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Estimate Sequence 
   

   

 Convergence rate of                         convergence rate of   

 Consider 

   

 Task #1: Construct an estimate sequence                                                             
Task #2: Form                  that satisfies  
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Task #1 
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Task #2 
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Constant Step Scheme 
 

 General scheme:                                                                                               
Step 4)  
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Convergence Rate 
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Why Optimal? 
   

   

     12 



Simplification 
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Simplified Constant Step Scheme 
 

 Let                                         . Then, the same convergence rate is derived. 
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Heavy Ball Method 
 Problem with gradient descent method: cannot avoid zig-zags 

 Heavy ball method 

 add robustness by accounting for successive moves 

 Physical meaning: heavy ball in a potential field under the force of friction 

 Match Nesterov’s lower complexity bound for                             with optimal 
parameters 
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Convergence of Heavy Ball 
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Performance of First-order Methods 
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Problem class First-order method Complexity e=1% 

Lipschitz-continuous function Gradient 10,000 

Lipschitz-continuous gradient Gradient 100 

Optimal gradient 10 

Strongly convex, Lipschitz 
gradient 

Gradient 2.3 

Optimal gradient 



Summary 
 Lower complexity bounds 

 Lipschitz gradient 

 Lipschitz gradient+strongly convex 

 Nesterov’s optimal methods 

 Achieve both lower complexity bounds 

 Heavy ball method 

 Achieve lower complexity bound for strongly convex function with Lipschitz 
gradient with optimal parameter s 
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